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Preface

In modern physics, all phenomena in the universe are considered to be the results
of interactions between particles. In biology, we are now at the point where the
latest advances of experimental and computational techniques have opened a new
perspective. Indeed, it has been shown that living organisms are extremely complex
and the numerous biomolecules work together in a coordinated fashion to provide
specific cellular functions. To analyze this added level of complexity, the field of
Systems Biology has emerged-the area of research that focuses on understanding
the roles of interactions between genes, proteins, and other cell components.

Biological interactions, in particular protein-protein interactions, are astonishing
in their magnitude and diversity. It has been discovered that the vast majority of
proteins interact with multiple partners (on average with six to eight other proteins)
and thousands of different proteins form intricate interaction networks or highly
regulated pathways. Thanks to the abundance of high throughput experimental
data, researchers have begun to uncover general rules obeyed by protein-protein
interaction networks, principles of their evolution, and the means of their func-
tioning. Analysis of patterns and principles governing protein-protein interactions
prompted, in turn, a rapid development of computational methods to predict miss-
ing elements of protein interaction networks and to identify the roles of individual
components of these networks in cell function.

The study of protein-protein interactions is a multidisciplinary endeavor. By
putting pieces of the interaction puzzle together researchers are now able to con-
struct genome-wide protein interaction networks, obtain insights into the physico-
chemical principles of protein binding and in some cases predict protein interaction
partners. All of these achievements would not be possible without an alliance
between the fields of biology, physics, and computer science, which allows to look
at the interaction scenarios from different angles.

This book is a collection of nine reviews written by experts from diverse scientific
backgrounds, each offering a unique perspective on this rapidly developing field. It
describes the most important problems in the area of protein-protein interactions
and presents a spectrum of approaches to address these problems. The first chapter
focuses on the experimental techniques to discover protein-protein interactions. It
allows the reader to appreciate the interplay between various experimental tech-
niques, their strengths and limitations and possible biases that may be inherent for
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vi Preface

a particular method. Much of the explosion of scientific results in this emerging
field is without a doubt attributable to community-wide sharing of data and results
through publicly available databases. Consequently, the second chapter of this book
is devoted to protein interaction databases and methods of integrating data from
diverse sources. The authors of Chapter 3, focus their attention on general principles
of protein binding and common properties of interaction interfaces inferred from
protein crystal structures. The next two chapters explore the methods of prediction
of protein-protein and domain-domain interactions respectively, while Chapter 6
presents an integrative approach that has lead to successful reconstructions of large
macromolecular complexes. The topological properties of protein interaction net-
works are reviewed in Chapter 7 which also describes the studies of dynamical
responses of networks to perturbations. In addition, the topology of interaction net-
works can be used to uncover the function of uncharacterized proteins, which is the
topic of Chapter 8. Finally, an extremely important source of our knowledge about
living organisms comes from comparative studies. Thus, the concluding chapter
of this book is devoted to cross-species comparison of protein-protein interaction
networks.

It was our intention to present to the reader a book that will give an in-depth
overview on the subject of protein-protein interactions. However, the reader should
keep in mind that the understanding of protein interaction networks in general and
the role of many individual components of these networks in particular, is far from
being complete. Researchers have only begun to decipher protein-protein interaction
networks and we are presenting the first snapshots that emerge from these studies.
The work on this book has been extremely rewarding and we would like to thank all
the contributors for making it possible.

Bethesda, Maryland Anna Panchenko
Teresa Przytycka
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Chapter 1
Experimental Methods for Protein Interaction
Identification and Characterization

Peter Uetz, Björn Titz, and Gerard Cagney

Abstract There are dozens of methods for the detection of protein-protein
interactions but they fall into a few broad categories. Fragment complementation
assays such as the yeast two-hybrid (Y2H) system are based on split proteins that
are functionally reconstituted by fusions of interacting proteins. Biophysical meth-
ods include structure determination and mass spectrometric (MS) identification of
proteins in complexes. Biochemical methods include methods such as far western
blotting and peptide arrays. Only the Y2H and protein complex purification com-
bined with MS have been used on a larger scale. Due to the lack of data it is still
difficult to compare these methods with respect to their efficiency and error rates.
Current data does not favor any particular method and thus multiple experimental
approaches are necessary to maximally cover the interactome of any target cell or
organism.

1.1 Introduction

Protein interactions can be identified by a multitude of experimental meth-
ods. In fact, the IntAct database of molecular interactions currently lists about
170 different experimental methods and variations thereof that can be used to
detect and characterize protein-protein interactions (the main classes are listed in
Table 1.1). While we present the commonly used methods in this chapter we
will focus on the few technologies which are used in high-throughput studies
and thus generated the vast majority of interaction data available today: the yeast
two-hybrid assay and protein complex purification and identification by mass
spectrometry (MS) (Table 1.2). These two methods represent two fundamen-
tally different sources of interaction data and thus it is important to understand
how they work and what strengths and weaknesses each of them has. This is

P. Uetz
The J Craig Venter Institute, 9712 Medical Center Drive, Rockville, MD 20850, USA
e-mail: uetz@jcvi.org

A. Panchenko, T. Przytycka (eds.), Protein-protein Interactions and Networks,
DOI: 10.1007/978-1-84800-125-1 1, C© Springer-Verlag London Limited 2008
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2 P. Uetz et al.

Table 1.1 Methods to detect protein-protein interactions, based on the PSI MI classification. Listed
are the top categories with important examples. The whole list contains more than 170 terms
and can be found at http://www.ebi.ac.uk/intact/ (go to Advanced Search > detection methods).
Methods in italics are discussed or illustrated in this chapter

protein complementation assay
cytoplasmic complementation assay

ubiquitin reconstruction
membrane bound complementation assay

mammalian protein protein interaction trap
transcriptional complementation assay

two hybrid
bimolecular fluorescence complementation
3 hybrid method

protein tri hybrid
biophysical

nuclear magnetic resonance
surface plasmon resonance
mass spectrometry studies of complexes
x-ray crystallography
isothermal titration calorimetry
fluorescence technology

fluorescent resonance energy transfer (FRET)
biochemical

cross-linking study
affinity technology

display technology
far western blotting
affinity chromatography technology

pull down
tandem affinity purification
coimmunoprecipitation

array technology
peptide array
protein array

enzymatic study
phosphotransfer assay

imaging techniques
fluorescence microscopy

especially important for theoretical analyses which often draw conclusions from
datasets which may not be adequate for certain studies. For example, membrane
proteins are underrepresented in both yeast two-hybrid and complex purification
studies.

Table 1.2 The contribution of various PPI methods to protein interactions in the IntAct database
(as of Sep 8, 2007)

Method number of interactions Percent

Two-hybrid 62,340 63.4%
Co-IP 8220 8.4%
TAP purification 4475 4.6%
Other 23250 23.6%

Total 98285 100%



1 Experimental Methods for Protein Interaction Identification and Characterization 3

1.1.1 Complex Versus Binary Interactions

It is important to note that most methods detect either direct binary interactions or
indirect interactions without knowing which proteins are interacting. The yeast two-
hybrid system usually detects direct binary interactions while complex purification
detects the components of complexes (Fig. 1.1). Complex data are often interpreted
as if the proteins that co-purifiy are interacting in a particular manner, consistent
with either a spoke or matrix model. The spoke model assumes that all proteins
in a complex interact with the bait protein only while the matrix model assumes
that all proteins interact with all others. Even a combination of both methods is
usually not sufficient to establish the precise topology as some interactions may be
too weak to be detected individually. X-ray crystallography can provide a detailed
model of the proteins in a complex. However, note that crystallized complexes often
lack additional weakly associated proteins that do not co-crystallize and thus may
not provide a complete picture either.

Gfa1

Aha1
Aro1

Pfk1

Gfa1

Cct8

Aro1 Pfk1

Yhb1

Y Y

Gfa1

Aha1 Aro1

Pfk1

Yhb1
Gfa1

Cct8

Aro1 Pfk1

A Bait: Aha1 B Bait: Aro1

C Spoke Model D Matrix Model

Fig. 1.1 Protein complexes vs. binary interactions. (A,B) When two proteins of a complex are
tagged and the other components identified, the two purifications rarely result in the same com-
ponents. (C,D) Although proteins in a complex are associated, it remains usually unclear which
proteins interact directly with each other. In order to predict direct interactions either the matrix
(C) or spoke model (D) is applied to lists of purified proteins. To evaluate such interactions Gavin
et. al have invented the socio-affinity index (SAI). In brief, the SAI quantifies the tendency for a
protein pair (e.g. Aro1 and Gfa1) to identify each other when tagged (B) and to co-purify when
other proteins are tagged (A) relative to what would be expected from their frequency in the data
set. High affinity values result when both proteins co-purifiy when either one of them is tagged
(without purifying many other proteins) and when both are always seen together in purifications of
other baits. Modified after (Goll and Uetz 2006)
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1.1.2 The Biological Relevance of Detected Protein-protein
Interactions

There is considerable debate on the relevance of experimentally detected
interactions. Given the fact that only about 20% of all yeast proteins and even
smaller percentages of all proteins in bacteria are essential under laboratory con-
ditions, it is clear that an even smaller number of all detectable interactions are
essential for survival. Thus, a large fraction of all detected protein-protein interac-
tions may only be required under specific biological conditions. Alternatively, they
may not be relevant to a cell at all, for instance when two proteins that interact in
vitro never interact in vivo because they are housed in different cellular compart-
ments. Indeed, a major challenge for the future will be to distinguish “essential”
from “non-essential” interactions and then to identify the non-essential interactions
that have a biological role and thus provide a selective advantage. It is possible that
a class of non-essential and “irrelevant” interactions are continuously generated and
lost in the course of evolution but only occasionally selected. As long as they do not
harm the cell they are simply subject to loss through random genetic drift.

1.1.3 Protein-protein Interactions are Incompletely Studied

A complete description of protein-protein interactions would require the structure
of the proteins involved. Because proteins come together to carry out biochemical
functions, ideally we would also know their localization, precise concentration, and
how the genes of their components are regulated, how stable the proteins are and
thus how quickly they are turned around. Even more importantly, we would need to
know the precise affinities and thus the dynamics and kinetics of complex assem-
bly. Assembly of complexes often involve conformational changes about which we
know very little. Neither do we fully understand the role of post-translational modi-
fications and how they affect the assembly of protein complexes. We should keep in
mind that we are still in the process of qualitatively cataloging protein-protein inter-
actions without paying too much attention to quantitative and dynamic aspects. This
will change as we approach complete catalogs of all protein-protein interactions for
the major model systems. Some recent studies estimate that we have identified only
50% of all yeast interactions and only 10% of all human interactions (Hart et al.
2006). We cannot make such estimates for other species for which there is still too
little information.

1.2 Protein Complementation Techniques

The most popular protein complementation technique is the yeast two-hybrid
system. All such complementation techniques are based on the reconstitution of
split proteins that re-generate a functional protein from two halves. After the yeast
two-hybrid system was invented, researchers realized that they can apply its concept
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to many other proteins. In fact, new complementation techniques continue to be
invented. This chapter will focus on the classical yeast two-hybrid method as it is
the only one that has been applied to a large number of protein interactions while
the utility of the other methods is still being investigated.

1.2.1 The Yeast-Two-Hybrid System

The yeast-two-hybrid (Y2H) system is a widely used genetic assay for the detection
of protein-protein interactions. The original assay was developed by Fields and Song
(1989) and takes place in living yeast cells (Fig. 1.2A). It employs a transcription
factor, e.g. the yeast transcription factor GAL4, which can activate a reporter gene
when its DNA-binding domain (DBD) and its transcriptional activation domain

HIS3
DBD

X ADY

HIS3
DBD

X AY
DBD

XX AY ADY

HIS3
DBD

X
Y AD

HIS3
DBD

X
Y AD

DBD

X
DBD DBD

X
Y ADAD

HIS3
DBD

AD
Gal4

HIS3
DBD

AD
Gal

DBD

AD
Gal4

growth w/o histidine NO growth w/o histidine growth w/o histidine

A

B

His3 His3 His3

Gal4 TF NO INTERACTION INTERACTION

Robotic
Colony Transfer

Selection (-His)Diploid cells

DBD
X ADY

DBD
X ADY

DB
X

DBD

X ADY ADY

Fig. 1.2 (A) The classical Y2H system is based on a split transcription factor (Gal4 TF). In the
native Gal4-TF a DNA-binding domain (DBD) is covalently bound to an activation domain (AD).
The transcription factor activates the expression of a reporter gene (his3) in specially engineered
yeast cells, which allows for growth under histidine-deficient conditions. For the Y2H assay, a
protein X is fused to the DBD and a protein Y to the AD of Gal4. If X-Y do not interact, no
growth without histidine is possible. However, when X binds to Y, an active transcription factor
is reconstituted and the respective yeast cells can grow on histidine-deficient medium. (B) For the
array-based Y2H system individual yeast colonies are arrayed onto agar plates in the 384-well
format. Protein-pairs, which are to be tested for an interaction, are combined at each position of
the yeast array by a mating based approach (in diploid yeast cells). This yeast array is transferred
to selective conditions (e.g., w/o histidine) employing a robotic procedure. Only at positions of the
array, which carry an interacting protein-pair, yeast colonies can grow (Note that the shown test
was done in quadruplicates)
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(AD) are linked. When both domains are separated from each other, they do not
have the capability to activate transcription of the reporter gene. To answer the
question whether a protein A interacts with protein B, each protein is fused to one
of these transcription factor domains, AD and DBD, respectively. If protein A binds
to protein B, an active transcription activator complex is re-established, the reporter
gene is transcribed and its gene product can be used to detect the protein-protein
interaction. The protein linked to the DNA-binding domain is called bait; the protein
linked to the activation domain is called prey.

In the original Y2H system developed by Fields and Song (1989) both fusion
constructs are derived from the yeast GAL4 protein: baits contain the DNA binding
domain (amino acids [aa] 1–147) and preys the activation domain (aa 768–881) of
this transcriptional regulator.

However, any other transcription factor can be used as well. The lexA-based
system is just one alternative that was developed by the laboratory of Roger Brent
(Golemis and Khazak 1997). In this system, the DBD is provided by the prokaryotic
LexA protein, which physiologically acts as a transcriptional repressor, when bound
to LexA operators. The AD is formed by an 88-residue acidic Escherichia coli
peptide (B42) that acts as a transcriptional activation domain in yeast. In a further
modification of the lexA system, either the Gal4-AD or an acidic activation domain
of the herpes simplex virus V16 protein was employed for prey protein construction
(Vojtek et al. 1993).

Regardless of the Y2H system used, several different reporter genes are
employed to indicate a protein interaction. Most reporter genes are under the control
of artificial promoter constructs, which consist of an appropriate UAS (upstream
activation sequence) and a TATA sequence. Most reporter genes are integrated
into the yeast genome. Therefore, special yeast strains are used for Y2H tests.
�-galactosidase (lacZ) is a popular reporter, since several different assays for mea-
suring its activity are available and quantitative values of the reporter activation
can be obtained. However, lacZ is not well suited for library screening. Rather,
reporters are chosen that allow the cell to grow if it harbors interacting bait and
prey proteins. These reporters are often metabolic enzymes which are deleted or
mutated in the Y2H yeast strain. Common reporter enzymes are involved in histi-
dine metabolism (His3), leucine metabolism (Leu2), adenine metabolism, and uracil
metabolism (Ura3). This way, an interaction can be simply selected by growing
the Y2H strain on media lacking histidine or leucine. Different Y2H systems use
different sets of reporters. Their promoters vary slightly and testing for activation of
different reporter genes is thought to reduce the number of false positives.

The Y2H system can be used for testing individual protein interactions. However,
its most powerful application is the screening for protein interactions in large or
genome-wide libraries. Traditionally, cDNA or genomic DNA prey libraries – the
latter for bacteria – are constructed. These mixed prey libraries are tested against
a specific bait construct – by either a co-transformation or a mating based strat-
egy. Under selective conditions, only yeast strains carrying an interacting bait/prey
pair can grow. DNA sequencing is required for the identification of the prey
library clone.
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An alternative approach is the array-based Y2H system (Cagney et al. 2000).
The first step of this system is the systematic cloning of all open-reading frames
of a genome (or a subset thereof) into prey vectors. These vectors are transformed
into haploid yeast cells individually and the resulting prey strains are systematically
arranged on culture plates with 96 or 384 positions. A haploid bait strain is then
mated with all the prey strains at each position of this array; the positions of the
resulting diploid cells that express both bait and prey fusions are retained through-
out the assay and individual protein-interactions can easily be identified by their
reporter-gene activation at a specific positions of the array (Fig. 1.2B).

Mixed library screens do not require systematic cloning of all prey constructs,
however, the prey library must be created. Therefore, the complete DNA sequence
of the genome of interest is no prerequisite. Whereas the setup of the prey library
is more time-consuming in the array-based Y2H system, the final workup of the
interactions is faster: the position of the growing yeast colony on the array directly
identifies the interacting protein pair. In addition, the array-based system can be
controlled much better. Every bait is tested against the same set of prey proteins –
on the contrary, the bait-prey combinations in the random library screen are defined
by a random process. Thus, the signal-to-background ratio can be systematically
evaluated in an array screen for each bait protein and the specificity of each inter-
action can be known, e.g. the number of proteins a given prey is interacting with
(Fig. 1.2B). This reduces the number of experimental false-positives (see below).

Pooled-library screens combine both presented approaches. In this strategy,
preys of known identity (systematically cloned or sequenced cDNA library clones)
are combined and tested as pools against bait strains. The identification of the inter-
acting protein pair commonly requires either sequencing or retesting of all members
of the respective pool. Zhong et al. established a method, which allows for pooling
up to 96 preys (Zhong et al. 2003). It was estimated that this pooling scheme reduces
the number of interaction tests required to 1/8–1/24 in the case of the yeast pro-
teome. Two recent large-scale interaction mapping approaches for human proteins
employed such a pooling strategy: Rual et al. tested baits against pools of 188 preys
and identified individual interactions by sequencing (Rual et al. 2005); Stelzl et al.
tested pools of 8 baits against a systematic library of individual preys and identified
interactions by a 2nd interaction mating (Stelzl et al. 2005). Recently, an “smart-
pool-array” system was proposed, which allows the deconvolution of the interacting
pairs through the definition of overlapping bait pools (Jin et al. 2007), and thus
usually does not depend on sequencing or a 2nd pair-wise mating procedure.

1.2.2 Other Fragment Complementation Techniques

Several other methods for the detection of protein interactions rely on the
co-expression of two-hybrid fusion proteins (Fig. 1.3, Table 1.3). All these methods
have been proven to work with a selected set of protein interactions. Unfortunately,
no systematic attempts have been undertaken to compare the quality and method-
ological biases of these approaches. Some approaches offer additional advantages
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Fig. 1.3 Fragment complementation assays. (A) In bimolecular fluorescence complementation
(biFC) methods the interaction of X and Y leads to the reunion of two non-fluorescent-protein
fragments into a functional fluorophore. (B) In the splitTEV method the interaction results in
the formation of an active TEV protease, which can, for example, release a membrane bound
transcription factor. (C) In split-ubiquitin methods reunited ubiquitin is recognized by ubiquitin-
specific proteases. This can lead to release of membrane bound transcription factors or (D) to the
degradation of an enzyme (Ura3), which mediates toxicity of 5-FOA

Table 1.3 Variations of the yeast two-hybrid system

Class Method Principle Reference

Y2H classical Y2H Reconstitution of active
transcription factor, here based
on Gal4 transcriptional regulator

(Fields and Song 1989)

Y2H lexA-based Y2H Reconstitution of active
transcription factor, based on
lexA (DBD) and VP16 or Gal4
(AD)

(Vojtek et al. 1993; Golemis
and Khazak 1997)

Y2H SOS recruitment
system

Activation of Ras signaling
pathway made dependent on
interaction

(Aronheim 1997)

B2H split adenylate
cyclase

Reconstitution of adenylate
cyclase

(Karimova et al. 1998)
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Table 1.3 (continued)

Class Method Principle Reference

B2H RNA Polymerase
recruitment

Activation of reporter gene by
RNA polymerase recruitment
(similar to Y2H)

(Joung et al. 2000)

M2H MAPPIT Activation of cytokine signaling (Eyckerman et al. 2001)
M2H mammalian

two-hybrid
system

Reconstitution of active
transcription factor

(Luo et al. 1997)

FC split-ubiquitin
(splitUB)

Protein fragment
complementation: analysis of
membrane proteins

(Johnsson and Varshavsky
1994; Stagljar et al.
1998)

FC split TEV
protease

Protein fragment
complementation: flexible
choice of reporter system

(Wehr et al. 2006)

FC biFC Protein fragment
complementation: fluorescent
proteins (allows to localize an
interaction)

(Hu and Kerppola 2003)

3H Three
hybrid/kinase
co-expression

Classical Y2H with kinase
co-expression (detects
phosphorylation dependent
interactions)

(Marti et al. 1998)

Y2H = Yeast two-hybrid, B2H = Bacterial two-hybrid, M2H = mammalian two-hybrid. FC =
fragment complementation, 3H = three-hybrid.

such as the localization of protein-interactions as in the case of “bimolecular fluores-
cence complementation” but also require additional equipment such as fluorescent
microscopes; other differences are subtle and it remains to be seen how they com-
pare in high-throughput screens. For the lack of comparative data we do not discuss
these methods here. Readers are referred to the literature cited in Table 1.3 for more
details.

1.3 Affinity Purification Methods

While protein complementation techniques are usually used in vivo, affinity purifi-
cation requires that the interacting proteins be purified from a cell and then identified
in vitro (even though the interaction takes place in vivo). Historically, GST pull-
downs (see below) and co-immunoprecipitation (co-IP) have been the most popular
methods, although they have been supplanted by refined high-throughput methods
that use mass specrometry for protein identification. However, all these methods are
based on the principle that interactions involving affinity-tagged proteins formed in
vivo are preserved during biochemical purification steps. Thus we introduce GST
pulldowns and co-IPs first.
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1.3.1 GST-Pulldown

A standard method for in vitro interaction assays uses Glutathion-S-Transferase
(GST) as a tag (Fig. 1.4). Traditionally GST pull-downs have been used to verify
interactions that were found in two-hybrid screens and other screening procedures.
For re-testing purposes, the two proteins are expressed in a heterologous system, e.g.
human proteins in E. coli, so that additional interacting proteins are not co-purified.
While it is often desirable to co-purify all members of a complex (see below), in this
case we want to have only two defined proteins present in the experiment.

GST fusion proteins can be easily expressed and purified from E. coli by run-
ning a cell extract through a matrix of glutathione-coated beads, usually glutathione
sepharose. Only GST fusion proteins and a few cellular glutatione-binding proteins
bind to this matrix. Non-specifically bound proteins can be washed off with a salt
solution such as PBS. Usually the fusion protein can be left on the matrix and incu-
bated in a second protein solution, either a purified protein or an extract. Proteins
from this solution will bind to the GST fusion protein. Often radio-labelled proteins
are used (which can be generated by in vitro transcription/translation from a PCR
fragment containing a promoter and the ORF of the protein in question). Commer-
cial kits are available for such in vitro translation reactions to which only the PCR
product and radiolabelled methionine has to be added. Alternatively epitope-tagged
proteins can be used that can be detected by Western blotting.

In either case, the tagged or labelled protein is mixed with the matrix-bound
GST fusion proteins and incubated. Subsequently the beads are washed so that only
the GST fusion protein and the bound interacting protein are retained. Note that
the concentration of salt in the washing buffer influences the experiment because
it determines the stringency through progressive disruption of electrostatic inter-
actions as the salt concentration increasese. The next step of the experiment is to
boil the glutathione sepharose in sample buffer (containing SDS = sodium dodecyl
sulphate as a detergent) and to separate the protein solution on a poly-acrylamide
gel (SDS-PAGE = SDS polyacrylamide gel electrophoresis). If the sample contains
enough protein it can be stained (e.g. with Coomassie Blue dye) in the gel and
thus its molecular mass determined. However, often the amount of protein is not
sufficient for staining. In such cases the protein needs to be blotted onto a membrane
and detected by Western blotting or by mass spectrometry.

1.3.2 Co-Immunoprecipitation

Co-immunoprecipitation (“co-IP”) is very similar to GST pull-downs (Fig. 1.5).
However, instead of glutathione sepharose co-IPs usually use a sepharose matrix
coated with protein A, a protein originally isolated from Staphylococcus aureus.
Protein A binds with high affinity to the constant chains of IgG antibodies and thus
sepharose-protein A columns can be easily coated with antibodies of any specificity.
Such a matrix can now be incubated with proteins, e.g. from a cell or organ extract.
All proteins from this extract that are recognized by the antibody bind to the matrix.
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Fig. 1.5 Co-immunoprecipitation. (A) General principle (see text for details). (B) Example: A pro-
tein (here: formin) was co-precipitated with the oncoprotein Src. In this experiment four different
anti-Src-antibodies have been used: one against Src peptides 2-17 (�-2-17), one against the SH3
domain (�-SH3), one against the kinase domain (�-kinase) and one control antibody mixture with-
out binding specificity towards Src (IgG). The interacting proteins Formin and Src were expressed
separately (F, S) or together (FS) in tissue culture. Cells were then lysed and incubated with the
bead-bound antibodies. After washing the beads and elution in sample buffer the antibody-bound
proteins were separated on a gel, Western-blotted, and detected using an anti-Formin antibody.
Note that Formin cannot be co-precipitated with the anti-SH3-antibody because this antibody
competes with Formin for a binding site on the SH3 domain. The peptide 2-17 also competes
for the same binding site as addition of peptides (+peptide) can block binding of Formin to Src.
Modified after (Uetz et al. 1996)

All other proteins can be removed by washing with buffer. Bound proteins can now
be detected by boiling the matrix in sample buffer and subsequent separation on a
protein gel and Western blotting. Alternatively, proteins can be identified by mass
spectrometry.

The requirement for specific antibodies is currently a major limitation of co-IPs
although this may be relieved in the future by commercial production of antibodies
against all proteins of a genome. In addition, new technologies have emerged that
are not dependent on antibodies but rather use other proteins that can be engineered
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Table 1.4 Commonly used peptide affinity tags (see text for details)

Affinity tag Capture reagent Sequence

FLAG Monoclonal antibody DYKDDDDK
c-myc Monoclonal antibody EQKLISEEDL
S-tag S-fragment of RNaseA KETAAAKFERQHMDS
Strep II Streptavidin variant WSHPQFEK
poly-His Ni2+-NTA HHHHHHHH
poly-Arg Cation exchange media RRRRR
Calmodulin-binding

domain
Calmodulin KRRWKKNFIAVSAANRFKKISSSGAL

to have binding specificity for almost any given protein or small molecule (e.g.
“affibodies” which are based on genetically engineered protein A).

Co-IPs are often used to confirm yeast two-hybrid interactions. If antibodies are
not available, proteins can be labelled by specific epitopes such as hemagglutinin
(HA) or myc peptides for which commercial antibodies are available (see Table 1.4).
In fact, all yeast proteins have been epitope-tagged, purified and their interacting
proteins identified by mass spectrometry.

1.4 Protein Complex Purification and Mass Spectrometry

The GST-pulldown and co-immunoprecipitation approaches have been improved
using novel affinity tags and automated procedures for protein identification. These
approaches are treated separately here but in biochemical terms are similar in prin-
ciple to the pull-down and co-IP protocols described above.

1.4.1 Purification of Proteins Using Affinity Tags

Purification of proteins can be carried out under conditions that preserve sta-
ble interactions with accompanying proteins. The proteins can later be identified
using methods like western blot or mass spectrometry (see below). The standard
approach is to use an antibody that recognizes the protein of interest (“bait” protein)
immobilized on solid phase media (e.g. sepharose beads) that are packed into a
chromatography column, through which a cell lysate or protein mixture is passed.
Alternatively, the media is suspended in the cell lysate. The bait is allowed to bind
accompanying proteins for a period of time sufficient for equilibrium to be estab-
lished, after which non-bound proteins are washed away. The washes may vary
in stringency, and are sometimes applied in steps of increasing stringency and at
other times as a continuous gradient. The eluted proteins are recovered and iden-
tified using approaches described below. For high-throughput projects involving
dozens or hundreds of baits, more generic approaches are needed, that are inde-
pendent of the requirement for production of an individual antibody or binding
reagent for each bait. A wide range of affinity tags have been developed for this
purpose.
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Affinity tags are genetically-encoded protein fragments that can readily be recov-
ered and are expressed as a fusion with the bait protein. Desirable properties of an
ideal tag are:

• compact (so that it does not disrupt the functions of the bait or its interactions)
• high affinity for a capture reagent, so that is can ideally be recovered in a

single step
• compatible with economic recovery methods
• non-toxic
• couples to a capture reagent that is non-reactive with endogenous cellular

proteins.
• can be readily assayed during purification
• works for all proteins

No single affinity tag satisfies all these desired properties, and a range of
strategies are used to express individual proteins, and to recover expressed pro-
teins as well as their bound partners. Affinity tags can be broadly classified into
small peptides (e.g. FLAG, poly-His) or large peptides/proteins (e.g. glutathione
S-transferase, calmodulin-binding domain) (Terpe 2003). Small peptide tags are less
likely to alter the tertiary structure, disrupt the function of the bait, or to be immuno-
genic. Larger peptides or proteins may increase the solubility of the bait but may
need to be removed for applications such as antibody generation or crystallization.
Some common tags are summarized in Tables 1.4 and 1.5.

The poly-His tag is often used for protein expression because it consists of a
short tag (6–8 residues) that can be recovered using immobilized metal affinity
chromatography (IMAC) systems that house nickel or other divalent metal ions.
These form coordinate bonds with the histidine side chains (Porath et al. 1975),
and the bait and interacting proteins can be recovered by lowering the pH by adding
imidazole. The FLAG tag is an eight-residue hydrophobic peptide that is recognized
by a number of antibodies with slightly different binding properties (M1, M2, M5).
Tandem FLAG peptide units (e.g. 3 x) are often employed for increased affinity. The
bait proteins are eluted by competition with a synthetic FLAG peptide or using low
pH. The c-myc tag is an eleven residue epitope from the c-myc protein that is also
bound with high specificity by an antibody (named “9E10” after its affinity). The S-
tag technology is based on an interaction between the 15-residue S-tag and a ∼100
residue S-protein fragment, both derived from RNaseA, so that assays based on
the activity of this enzyme can be used to monitor the purification. The interaction

Table 1.5 Commonly used protein affinity tags (see text for details)

Affinity tag Capture reagent

Cellulose-binding domain (CBD) Cellulose
Chitin-binding domain (CBD) Chitin
Glutathione S-transferase (GST) Glutathione
Maltose-binding protein (MBD) Amylose
Green fluorescent protein (GFP) Monoclonal antibody
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is very strong but is disrupted by strongly acid conditions. The 26-residue
calmodulin-binding peptide (CBP) binds calmodulin in the presence of calcium,
and the interaction can be disrupted using the chelator EGTA. Several types of pro-
tein are able to bind cellulose with high affinity, some irreversibly. Severe conditions
are generally required for elution of cellulose-binding protein, involving denaturing
agents, so this tag is not suitable for detecting protein interactions.

Glutathione S-transferase (GST) is widely used for protein expression and pro-
tein interaction studies (Ron and Dressler 1992). The GST protein is quite large
(26 KDa) and dimerizes, but binds with high affinity to reduced glutathione. Binding
is tight under non-denaturing conditions, so that bait-prey protein interactions may
be maintained. The bacterial proteins Protein A and Protein G (from Staphylococ-
cus and Streptococcus sp respectively), bind with high affinity to the Fc portions of
immunoglobulins. Many other epitopes have been used effectively as affinity tags,
including V5 from bacteriophage T7 and the HA tag from hemaglutinin A.

Biotinylation is often used to label biological compounds for subsequent capture
due to the extremely high affinity between biotin and streptavidin (Ka ∼ 10–15M).
Until recently, the introduction of the biotin group was carried out chemically, effec-
tively precluding in vivo applications in protein interaction studies. The biotin ligase
protein (BirA) from Escherchia coli can be used to biotinylate a lysine side-chain
within a 15 residue peptide (termed “biotin acceptor peptide”). By expressing this
tag as a fusion with the bait protein in a cell expressing BirA, the bait can be
biotinylated in vivo, allowing effecting capture of even poorly expressed proteins
from complex cell lysates.

1.4.2 Tandem Affinity Tagging

Bernard Seraphin and coworkers pioneered the use of tandem tags (“Tandem Affin-
ity Purification”, TAP), separated by proteolytically cleavable regions (Rigaut et al.
1999). After binding of the bait and associated proteins to chromatography media
via one tag, the media is washed and a protease that recognizes and cleaves a
sequence in the inter-tag region is introduced. This results in release of the bait
which still retains the second tag (Fig. 1.6). A subsequent step introduces media
with affinity for the second tag. The advantage of this tandem approach is that very
stringent conditions can be used to ensure that minimal background binding (by
non-specific proteins) takes place.

Potential tags can be drawn from the list discussed above, but effectively the
FLAG, His, HA, Protein A, myc, and calmodulin-binding domain tags have been
used in many systems because they can bind under non-denaturing conditions where
interactions of the bait with associated proteins can be maintained. The initial
description of the TAP method used Protein A and calmodulin-binding domain tags
separated by a tobacco etch virus (TEV) protease cleavage site. The TEV protease
recognizes a seven residue sequence (EXYXQS, cleavage C-terminal to serine) that
is uncommon in the proteome. TEV cleavage is efficient at low temperature and
can be improved by placing the recognition sequence between two domains (as



16 P. Uetz et al.

Fig. 1.6 Tandem affinity purification (TAP) coupled to mass spectrometry. Using the TAP
approach, a protein of interest (green) is expressed as a fusion with two affinity tags separated by
a protease cleavage site (here calmodulin-binding protein, tobacco etch virus protease, and Protein
A). Associated proteins are represented by blue spheres

in the case of the TAP tag method). Other protease cleavage sites may be used.
Enterokinase recognizes the sequence DDDDKX and cleaves C-terminal to the
lysine, although some non-specific cleavage occurs at alternative sites with low fre-
quency. Note that the FLAG tag contains an enterokinase recognition site. Factor
Xa can also function at low temperatures and cleaves C-terminal to the sequence
IEGR. In recent years, inteins have also been successfully used for self-cleaving
tagged protein release without the need for protease (Xu et al. 2000).

1.4.3 Genetics and Cloning of Affinity Tagged Proteins

Nearly all affinity tags currently used for high-throughput protein-protein inter-
action studies are introduced via expression cloning, the DNA encoding the tag
being inserted genetically at some point in the gene encoding the bait. Both amino-
and carboxy-terminal tags are commonly used. However, each protein is obviously
unique, and alternative tagging sites may need to be examined. In some cases, tags
may be inserted into non-terminal regions, or into mutant proteins or proteins with
regions deleted. In many cases, structural or functional information may help. For
example, in cases where post-translational cleavage of the amino terminus generates
the mature protein, or where the carboxy-terminus contributes a structural fold
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essential to function, then these positions would be avoided as sites for introducing
an affinity tag.

Large-scale studies are dependent on methods to introduce the DNA into spe-
cific genomic locations in a high-throughput manner, and so to date have been most
common in model organisms for where such methods are available, notably yeast.
Both Saccharomyces cerevisiae and Schizosaccharomyces pombe contain high effi-
ciency recombination machinery that permits introduction of exogenous DNA in a
sequence-specific manner and a number of very powerful genome-wide resources
have been generated. Sets of S. cerevisiae strains, each encoding an individual gene
tagged with GST, GFP, TAP (Protein A-TEV-calmodulin-binding peptide), or FLAG
have been generated (Bader et al. 2003). Similar sets comprise strains in which
each single gene has been replaced with a marker. The Escherchia coli genome
has also been extensively tagged (Butland et al. 2005; Arifuzzaman et al. 2006),
while a smaller yet significant number of human genes have also been tagged (e.g.
(Bouwmeester et al. 2004)). Most of these strains are publicly available.

1.4.4 Isolation of Protein Complexes

Generally, a strain or cell line containing the bait fused to an affinity tag is grown
and the cells are lyzed using methods appropriate to the organism. (An exception
is where the fusion proteins are generated by in vitro methods such as cell-free
translation, where no lysis is necessary). It is important to ensure that the meth-
ods are consistent with maintaining the protein-protein interactions. Furthermore,
because lysis can lead to mixing of cellular compartments, care should be taken
to avoid exposure to proteinase or other enzymes that might degrade proteins or
disrupt their interactions. For this reason, proteinase inhibitors and low temperatures
are routinely used, and early steps in the procedure (when proteolysis is most likely)
should be carried out as rapidly as possible. Affinity-tagged proteins may bind either
to media packed into chromatography columns through which lysate is passed, or
to media suspended in the lysate. The choice of approach depends on issues such
as protein abundance, binding affinity, and other factors like automation or cost.
Ideally, the procedure will be optimized for each individual bait. However, in high-
throughput projects, this is often impossible, so compromise conditions compatible
with the other elements of the project are used.

1.4.5 Proteomics by Mass Spectrometry

Mass spectrometry (MS) is the study of gas phase ions as a means to character-
ize molecular structure (Aebersold and Mann 2003). Mass spectrometers separate
the ions in space or time based on their mass-to-charge ratio (m/z). Currently,
proteomics relies especially on two ionization techniques, electrospray ionization
(ESI) and matrix-assisted laser desorption ionization (MALDI). ESI involves ion-
ization of peptides at atmospheric pressure by nebulizing a stream of solvent under
a potential difference of several thousand volts. The technique, which is usually
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coupled with triple quadrupole and ion trap or time of flight detectors, can determine
protein masses in excess of 150,000 to an accuracy of 0.005%. Nanoelectrospray is
a refinement of ESI in which miniaturization of the electrospray source increases
the sensitivity of the analysis to the low femtomolar range.

For identification purposes, protein mixtures are typically digested with trypsin
before analysis by MS. Peptides resulting from trypsin treatment, which primar-
ily cleaves at lysine and arginine residues that occur approximately every 10–15
residues in proteins, often have size and charge properties that render them effec-
tive candidates for ionization. In MALDI, the peptides are embedded in a matrix
that absorbs laser light, allowing desorption of ions and analysis by the mass spec-
trometer. MALDI is most often used in conjunction with time-of-flight (TOF) mass
spectrometers, which use transit time differences through a drift region of the instru-
ment to separate ions of different m/z. MALDI-TOF MS permits very sensitive and
accurate measurement of peptides up to about 500 kDa. These peptides are generally
identified using peptide mass fingerprinting, a technique that compares the peptide
masses observed by MS to a set of masses predicted from an in silico digest of pro-
teins encoded by the DNA sequences from genomic databases. Computer programs
search for matches between actual and theoretical fragment masses, with strong
matches leading to identification of the protein under investigation.

Tandem MS (or MS/MS) is also frequently used in proteomics, particularly with
ion trap and quadrupole instruments. In this approach, two or more stages of mass
analysis are conducted sequentially. Introduction of an inert gas at the position of the
second and/or subsequent mass analyzers causes fragmentation of the initial ionized
peptides to produce daughter ions. The product ion spectra can be interpreted to
deduce the amino acid sequence of a protein by comparison with predicted patterns
obtained from translated protein databases (as with peptide mass fingerprinting).
The development of these algorithms was a major advance because it removed the
need to manually interpret each mass spectrum and so opened the door to truly
high-throughput proteomics.

1.4.6 Identifying Interacting Proteins Using Mass Spectrometry

Both MALDI and MS/MS are commonly used to identify proteins purified using
affinity tagging (or other) strategies. Such purifications may vary widely in sample
complexity and dynamic range, so protein mixtures may be directly analyzed by
MS, or may require some fractionation before or during MS analysis to reduce the
complexity of the mixtures entering the mass spectrometers. For example, purified
protein preparations may undergo electrophoresis on an SDS polyacrylamide gel
(PAGE), stained with silver or Coomassie blue dye, and the visible bands removed
and identified by peptide mass fingerprinting using MALDI-TOF MS (Fig. 1.7).
Alternatively, an aliquot of purified protein preparation can be digested directly
following the purification experiment and the peptides separated by online HPLC
(liquid chromatography-tandem mass spectrometry, LC/MS/MS). Advantages of the
SDS-PAGE MALDI approach include the fact that the identification is linked to a
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Fig. 1.7 Protein identification by mass spectrometry (MS). The purified TAP complex of proteins
can be digested using trypsin and the resulting peptides introduced directly to a mass spectrometer
by electrospray ionization following separation by one- or two-dimensional chromatography (top).
Alternatively, the intact proteins may be separated by gel electrophoresis and the individual bands
digested using trypsin before introduction to a mass spectrometer using the MALDI process. Both
approaches result in mass spectra that can be used to identify the protein components of the purified
mixtures

specific band on a gel (that can be compared to a theoretical protein mass), while
advantages of the LC/MS/MS method include less manual effort and in some cases
greater sensitivity.

1.4.7 Quantitative Proteomics

Although gels can be used to estimate relative protein abundance differences
between samples (using staining intensity), this information is lost upon analysis
by LC/MS. Quantitative proteomics data are useful for protein interaction studies
because they can help to distinguish “true” interacting proteins from the background
of non-specific proteins identified in control experiments. For example, a purified
complex should contain all proteins in stoichiometric amounts; quantitivative mea-
surements can determine the stoichiometry and thus tell “true” components of a
complex from contaminants. Several approaches have been used to obtain quan-
titative data, mostly involving the use of stable isotopes such as 2H, 13C or 15N.
Proteins or peptides obtained from two or more sources, each labeled so that the
equivalent peptides have different masses, can be tracked by mass spectrometry
using these mass differences. Quantitative proteomics strategies can be classed as
either “pre-experiment” labeling, or “post-experiment” labeling.

In pre-experiment strategies, the isotope is introduced during culture of the
organism or cell line. For example, one sample may be grown in normal media
while another is grown using media containing deuterated leucine (Ong et al. 2002).
Peptides containing deuterated leucine will contain mass shifts relative to those
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Fig. 1.8 Quantitative proteomics to assess specificity in pulldown experiments. If peptides derived
from a control pulldown are labeled using a “heavy” stable isotope-containing reagent, while those
from the sample pulldown are labeled using a “light” reagent, true interactors can be distinguished
from contaminant proteins. This is because the heavy and light contaminant peaks are derived from
both samples in approximately equal amounts, while light peaks will be significantly more intense
than light peaks for peptides that are only present in the true sample fraction

containing natural leucine and the relative signal emanating from each ion in the
mass spectrometer can be used to estimate the relative abundance of the parent
peptides. In post-experiment labeling, the label is introduced chemically or enzy-
matically after the proteins have been purified (Fig. 1.8). Several variants have been
described. The isotope-coded affinity tag (ICAT) method described by Gygi and
coworkers (Gygi et al. 1999) uses a biotinylated thiol-active reagent containing
a linker that is produced in alternative heavy (containing eight deuterium atoms)
and light (containing eight hydrogen atoms) forms. The thiol-active component
of the reagent binds cysteine-containing peptides in the lysate. When comparing
two protein samples, both forms are used, so cysteinylated peptides in one sam-
ple are heavy-labelled while the corresponding peptides in the other sample are
light-labelled. The two fractions are pooled, purified by solid phase extraction, and
analyzed by LCMS. The heavy-light pairs for each peptide can be recognized by
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their mass difference during total ion scans, and the relative peak area for these
peaks is used to determine the relative abundance of the corresponding peptides in
the original sample.

1.5 Far-Western Blotting

Western blotting can also be used to detect protein-protein interactions. Instead of
detecting a blotted protein on a membrane using antibodies, the membrane can
be incubated first with another protein that binds to the membrane-bound protein
(Fig. 1.9). After a wash step the membrane is incubated with an antibody against
the secondary protein which is only detected if it bound to the primary protein
on the membrane. If there is no antibody available against the secondary protein,
epitope-tagged proteins are used.

Far-Western Blotting is pretty much identical to a regular Western blot except an
additional incubation which adds another layer of protein. This is why this method
is called “far Western” blotting. The method is usually used to confirm protein inter-
actions detected by yeast two-hybrid screens and other screening technologies.

Far Western blotting can also be used to map interaction domains. A protein of
interest is first partially digested with a protease and the fragments separated on a
gel and then blotted onto a membrane. The membrane is then incubated with an
interacting protein which binds only to the fragments that contain the interaction
domain. The primary protein can be labelled N- or C-terminally to detect all frag-
ments that contain the N-or C-terminus. From the size of the bands on the Western
blot the fragment with the interaction domain can often be inferred.

YHRP
α-GST- 
antibody

interacting
protein (e.g. FliW)

blotted
proteins

GST

A Principle B Example

blotted proteins from

567       792        868     870        yvzB     Hag

membrane

 Treponema              Bacillus

Fig. 1.9 Far-Western blot. (A) General principle (see text for details). (B) Example showing that
protein FliW (Bacillus subtilis) binds to flagellar proteins of several bacteria. The proteins TP0567
(negative control), TP00792 (=FlaB2), TP0868 (= FlaB1), TP0870 (= FlaB3) of Treponema
pallidum, the causative agent of syphilis, were expressed together with flagellar proteins YvzB and
Hag from Bacillus subtilis in E. coli and an extract from the latter blotted onto a membrane. This
membrane was then incubated with a GST-FliW fusion protein (where FliW was from Bacillus
subtilis this time) and the fusion protein detected with an anti-GST antibody that was coupled to
horse-radish peroxidase (HRP) which emits light when its substrate is added. This far Western not
only shows that FliW binds to flagellar proteins FlaB1-3 but also that this interaction is conserved
in multiple, only distantly related bacteria, namely Treponema und Bacillus. Modified after (Titz
et al. 2006)
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1.6 Protein and Peptide Chips

Proteins can also be printed onto glass such as microscope slides and these pro-
tein chips can be then screened with labelled proteins. Zhu et al. (2001) were the
first to make a proteome-wide chip with almost all GST-His6-tagged yeast pro-
teins attached on a single slide that was coated with Nickel (Zhu et al. 2001). They
screened these slides with biotinylated calmodulin and detected 6 previously known
Calmodulin interactors and 33 new ones. So far, not many additional screens have
been published and thus it is difficult to judge how protein chips do in comparison
with other methods.

In addition to full-length proteins, glass slides or membranes can also be coated
with short peptides, usually of 10–30 amino acids in length. Such peptide arrays can
be screened for interacting proteins when labelled proteins are incubated with them,
similar to protein chips. Their main application is the mapping of interaction epi-
topes (Fig. 1.10). This is based on the fact that most proteins bind to relatively short
linear peptides. Since the membrane-bound peptides are not sterically constrained
as when they are in a folded protein, they can be induced to fit into a protein that is
used to screen the library. However, this flexibility also may lead to false positives.

1.7 Quality of Large-Scale Interaction Data

Although several methods for the detection of protein-protein interactions exist,
no method is able to identify all protein-protein interactions – each experimental
strategy generates a significant number of false negatives. The reasons for this
systematic error are only partly understood. Two-hybrid false negatives might be

YHRP

α-GST- 
antibody

peptide
(or protein) spots

GST fusion

A Principle B Example

membrane

Fig. 1.10 Peptide and protein arrays are similar to far-Western blots. (A) Proteins or peptides are
spotted on membranes and detected by interacting proteins and pertinent antibodies. Peptides can
also be synthesized directly on the membrane using a technology called SPOT synthesis. (B) Here,
peptides were synthesized by SPOT-synthesis and probed with GST-fusions of an FF-domain from
yeast. Courtesy of Claudia Ester
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caused by insufficient expression or nuclear localization of the tested proteins, by
sterical effects due to the usage of two fusion proteins (“two-hybrid”), or involve
weak interactions within complexes that require cooperative effects to be stabilized
(Aloy and Russell 2002). Mass spectrometry analysis, on the other hand, often has
problems with low abundance proteins and proteins that are only weakly associated
with protein complexes (or transient interactions) and hence tend to get lost during
purification.

False negatives lead to gaps in our picture of the internal structure of the cell.
However, more serious are false positive interactions, which result in erroneous
data and thus misleading conclusions. Two types of false positives need to be distin-
guished: technical false positives and biological false positives. In yeast-two-hybrid
studies, technical false positives can arise by bait constructs, which activate the
reporter gene without interacting with a prey (“self activating baits”). In addition,
mutations in the reporter genes or incorrect folding in the unnatural environment
are sources for technical false positives. On contrary, “biological false positives”
represent true interactions that take place in the Y2H system but have no biological
relevance (Ito et al. 2002). Examples are proteins that are interacting in the Y2H
system but are expressed in different cell types or different organelles in vivo.

A number of studies tried to estimate the number of true positives for high-
throughput interaction studies. The critical point of any attempt to estimate the
number of true and false positives in a HTS interaction study is the choice of the
“true positive” data set against which the new interactions are evaluated.

To estimate the overall interaction reliability, Deane et al. compared the co-
expression profiles of known interacting proteins with protein pairs from high-
throughput screens (Deane et al. 2002). Based on this comparison, they estimate a
false-positive rate of 50–70% for yeast-two-hybrid experiments. Sprinzak et al. tried
to estimate the interaction quality based on the observed degree of co-localization
and shared functional role of the interacting proteins (Sprinzak et al. 2003). This
estimation yielded a false-positive rate of ∼50% for large-scale yeast-two-hybrid
studies. Patil et al. used a combination of three genomic features (known interact-
ing domains, gene annotations, and sequence homology) with a Bayesian network
approach (Patil and Nakamura 2005) and estimate that 56% of the high-throughput
interactions for yeast have high reliability.

Edwards et al. (2002) selected known interactions from 3D-structures (RNA
polymerase II, proteasome and the Arp2/3 complex), and additionally, complexes
from the literature. The crystal structures of complexes approximate the “absolute
truth” about stable protein interactions because they reveal all interactions in atomic
detail, at least for the proteins that have been co-crystallized. Based on crystal struc-
tures, Edwards et al. found a false negative rate of 51–96% for yeast-two-hybrid
and of 15–50% for in vivo pull-down experiments, respectively. In this context it is
remarkable that conventional “low throughput” methods also produce a large frac-
tion of false positives – for example 61% in a pull-down study of RNA polymerase
II (Edwards et al. 2002). Another method proposed by D’Haeseleer and Church
(2004) does not rely on a gold-standard and involves comparing two interaction
datasets to each other and to a reference dataset. In this study, a false positive rate
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between ∼50–90% (depending on the dataset) was calculated both for Y2H and for
coAP/MS experiments.

Overall, several approaches to estimate the reliability of two-hybrid interactions
conclude that 50% or more are true positive interactions. This is underlined by the
finding in recent large-scale yeast-two hybrid studies that between 50% and 70% of
the identified interactions can be reproduced by an independent method (which also
has a certain false-negative rate) (Rual et al. 2005; Uetz et al. 2006).

However, several approaches were devised to minimize the number of false pos-
itives further. These approaches rely either on the identification of intrinsic proper-
ties, which lead to unspecific interactions, or on the integration of several datasets
(and data types). Uetz et al. (2000) systematically evaluated the signal/background
ratio and discarded yeast-two-hybrid interactions, which could not be reproduced.
Ito et al. (2001) defined interacting protein pairs found three or more times as the
(supposedly reliable) “core” dataset. Rain et al. screened bait proteins against a
genomic fragment prey library and considered overlapping prey fragments as the
most reliable. This approach combines reproducibility and identifies the interacting
domain at the same time (Rain et al. 2001). Giot et al. employed a statistical tech-
nique (logistic regression) together with a set of known “gold standard” interaction
to identify properties of true positive interactions. The authors estimated their fil-
tered high confidence network to retain 40% interactions of biological significance
(Giot et al. 2003).

All these approaches are based on the evaluation of intrinsic properties of the
respective system. Further evidence for reliable interactions can be obtained by
integration of several data sources and data types. Several studies showed that inter-
acting proteins tend to be co-expressed at the mRNA level under various experi-
mental conditions (Jansen et al. 2002) (Ge et al. 2001; Grigoriev 2001). However,
while co-expression of the two partners increases the confidence in a protein-protein
interaction, it is only an indirect measure of its reliability. Proteins in a complex may
need to be expressed at similar levels in order to maintain their stochiometric ratios,
but this is certainly not true for all complexes and even less so for transient interac-
tions that are often found in Y2H screens. Reliability can be also gained by looking
at the interactions of paralogous proteins. Interactions reproduced with paralogous
proteins were labeled has highly reliable by Deane et al. (2002). However, many
proteins do not have paralogs and paralogs with diversified functions do not need to
retain the same (or even similar) interactions.

1.8 Comparison of Methods

1.8.1 Y2H vs. co-AP/MS

Detection of protein interactions by Y2H and coAP/MS differ in a number of impor-
tant aspects (Fig. 1.11). First, Y2H assays mainly detect direct binary interactions,
whereas coAP/MS detects one-to-many relationships, which usually also include
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Fig. 1.11 Comparison of interaction data gained by Y2H and MS. Skp1 is a protein involved in
ubiquitin-mediated protein degradation and has been epitope-tagged for both Y2H screens and MS
analysis. The purified complexes of Skp1 from three independent MS studies (circles, MS1-3) and
the binary interactions from two Y2H studies (straigth and dashed lines) are shown. Despite the
differences in the data sets, most of the discovered interactions seem to be plausible: most proteins
are known to be involved in protein degradation. Skp1 is directed to its target proteins via so-called
F-box proteins, which contain a short peptide motif, the F-box (F). Note that neither Gavin et al.
(2006) nor Krogan et al. (2006) found any proteins with Skp1 as bait. However, Gavin et al. found
Skp1 in purifications with Rav2, Ymr258c, and Ypt52 as bait and Krogan et al. found Skp1 with
12 bait proteins, namely Cdc34, Csn9, Gcd11, Pcl8, Pol30, Rav1, Rri1, Sgt1, Vip1, Vma2, and
Ymr258c. Proteins found in these purifcations are indicated by dashed underlining. Modified after
(Titz et al. 2004)

indirectly interacting proteins. Second, Y2H analysis is often conducted under non-
physiological expression conditions, whereas for coAP/MS, detection can be done
at endogenous expression levels. Third, because of the previous reason, Y2H inter-
actions are hypothetical interactions which may not take place in vivo or only under
conditions that are not yet known. Purified complexes are forming under the con-
dition under which the complex was purified. However, different complexes may
form under different conditions and laboratory conditions may not even reflect the
normal circumstances in the life of a cell.

The published experimental approaches for high-throughput interaction analyses
employing these methods have taught us already one important lesson: Y2H and MS
datasets are strikingly different but also complementary. This difference between
datasets – even between datasets derived by a similar method for the same species –
is exemplified by two recent coAP/MS studies for yeast (Gavin et al. 2006; Krogan
et al. 2006). Goll and Uetz found, that only 28% of the core complexes from Gavin
et al. are completely contained in the complexes identified by Krogan et al. Only 6
out of about 500 complexes were identical (Goll and Uetz 2006).
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The complementary nature of Y2H and coAP/MS methods seems to depend on
molecular properties of the interactions: Transient interactions are often found by
yeast-two-hybrid analysis but not AP, whereas stable interactions (such as those
in protein complexes) are more reliably identified by in vivo pull-down techniques
(Aloy and Russell 2002). This finding is not surprising, given the highly cooperative
forces that stabilize a protein complex: weak interactions in a complex will not be
detected by Y2H analysis as long as only pairs of proteins are tested that are not
stabilized by the other subunits of a complex. In addition, coAP/MS methods are
biased towards highly abundant proteins (von Mering et al. 2002). Y2H assays are
less biased in this respect as they use proteins expressed at sufficient levels from a
heterologous promoter.

1.8.2 coAP/MS vs Protein Chips

In the first large-scale ErbB-interactome study, Schulze et al. (2005) used a quanti-
tative proteomic approach for identifying proteins associated with phosphotyrosine
motifs of the ErbB receptor members (Schulze et al. 2005). To this end, they gen-
erated 89 different “bait” peptides in phosphorylated and unphosphorylated forms
covering all intracellular tyrosine residues of the ErbB-family members. In the next
step, these peptides bearing phosphorylated and unphosphorylated tyrosine residues
were incubated with HeLa cell lysates and pulldown experiments were performed to
enrich specific binding partners for the phosphorylated bait peptides. Lastly, these
proteins were identified and quantified by mass spectrometry. Surprisingly, only 40
out of the 89 examined tyrosine residues did have an interacting protein in their
phosphorylated form. Most of the tyrosine residues that interacted with specific
partners accumulated at the C-terminal regions of the receptors. This study also
indicated that the distribution of interacting partners of the different ErbB members
shows clear differences between individual receptors, but also a significant overlap.
For example, both EGFR and ErbB4 have multiple binding sites for the adaptor pro-
teins Shc and Grb2, but only EGFR binds the ubiquitin ligase Cbl, whereas ErbB4
is unique in binding Nck. Altogether, Schulze et al found 10 ErbB interactors, all of
which have either an SH2 or PTB domain, thus emphasizing the specificity of these
signal transduction modules (Pawson and Nash 2003).

In a related project, Jones et al used protein microarrays to identify ErbB interac-
tors (Jones et al. 2006). Since the phosphotyrosines in ErbB receptors are primarily
bound by SH2 and PTB domains, Jones et al successfully expressed and purified
106 (out of 109) SH2 domains and 41 (out of 44) PTB domains encoded in the
human genome. These domains were then spotted onto glass slides and subsequently
probed with ErbB peptides that contained phosphorylated and nonphosphorylated
tyrosines, respectively. While Schulze et al used all possible 89 tyrosine-containing
ErbB peptides for their pulldowns, Jones et al concentrated on 29 peptides that were
known to be phosphorylated in EGFR, ErbB2 and ErbB3, and four peptides that
were predicted to be phosphorylated in ErbB4. These experiments revealed that each
phosphotyrosine on EGFR binds seven different proteins on average, whereas those
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on ErbB2, ErbB3 and ErbB4 bind 17, 9 and 2 proteins on average, respectively.
This adds up to many interactions, namely 54 with EGFR, 59 with ErbB2, 37 with
ErbB3 and 8 with ErbB4, most of which were new. The sobering fact is that the
mass spec study by Schulze et al found quite different, and, in fact, much smaller
numbers, namely nine, four, four, and eight different interacting proteins for the four
receptors, respectively. While at least the number of identified ErbB4 interactors by
both approaches appears to be identical, only one protein (Shc) is actually common
to both ErbB4 data sets (Uetz and Stagljar 2006).

Where do these dramatic differences come from? Well, simply from the fact that
the two groups looked at very different things: while Schulze et al. pulled down
proteins that most likely bind to ErbB receptors in HeLa cells, Jones et al looked
at the whole SH2/PTB interaction space of ErbB receptors in vitro. That is, Jones
et al told us which SH2 and PTB domains may bind to which receptor if both are
present in a cell. In contrast, Schulze et al told us which SH2 and PTB proteins bind
to ErbB receptors specifically in HeLa cells. Unfortunately, we have to wait until
further studies reveal which proteins can be pulled down in the other 200+ human
cell types or, alternatively, which of the ErbB receptors and SH2/PTB proteins are
expressed together in those cells. At least we know that the proteins detected by
Schulze are coexpressed in HeLa; some differences (e.g., Grb2 interacts with all
four ErbB in Schulze but only with ErbB2 in Jones; STAT5 interaction is missed
altogether in Jones) might also be due to possible methodological differences.

1.9 Conclusions

It should have become clear from this chapter that none of the technologies available
today is perfect. No technology can identify all interactions, and all of them have
a certain fraction of false positives and false negatives. Furthermore, quantitative
technologies are only being developed and none of them has been applied on a
large scale. Computational methods are required to assess the quality of interaction
data and thus to prioritize them for further study. One way to do this is to integrate
various datasets including non-interaction data such as structural information. The
other chapters in this book will detail some of these strategies and tools.

Glossary of Abbreviations

5-FOA fluoro-orotic acid, a chemical that inhibits the HIS3 enzyme often used in
the yeast two-hybrid system.

AD (transcriptional) activation domain.

B2H Bacterial two-hybrid

B42 artifical bacterial transcriptional activator; used as an alternative to the yeast
GAL4-AD.

CBD Cellulose-binding domain or Chitin-binding domain
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CBP calmodulin-binding peptide (CBP) binds calmodulin in the presence of
calcium, and the interaction can be disrupted by EGTA.

Co-AP co-affinity purification

Co-IP co-immunoprecipitation (see text for details)

DBD DNA-binding domain

EGFR epidermal growth factor receptor

EGTA ethylene glycol tetraacetic acid, a chelating agent that is related to the better
known EDTA, but with a much higher affinity for calcium than for magnesium ions.

ESI electrospray ionization (ESI)

FC fragment complementation

FRET fluorescent resonance energy transfer

GAL4 a yeast transcription factor that served as basis for the first Y2H assay which
used the DBD and AD of this protein. GAL4 regulates genes that are involved in
galactose metabolism.

GFP Green fluorescent protein

GST Glutathion-S-Transferase

HA hemagglutinin, a protein and antigen of Influenza virus.

HIS3 Imidazoleglycerolphosphate (IGP) dehydratase, an enzyme that catalyzes the
seventh step in the histidine biosynthesis pathway

HRP horse-radish peroxidase

HTS high-throughput screening

ICAT isotope-coded affinity tag, a chemical tag used to label proteins for subse-
quent MS analysis.

LacZ Beta-galactosidase. This enzyme from E. coli is often used as reporter gene
in Y2H assays.

LCMS liquid chromatography mass spectrometry

LEU2 3-Isopropylmalate dehydrogenase, an enzyme that catalyzes the third step
in the leucine biosynthesis pathway.

LexA bacterial repressor and DNA-binding protein that is used as an alternative to
GAL4.

M2H mammalian two-hybrid

MALDI matrix-assisted laser desorption ionization

MBD Maltose-binding protein
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MS Mass spectrometry.

PBS phosphate-buffered saline, a pH-stabilized buffer solution.

PTB phospho-tyrosine-binding domain

SAI socio-affinity index, a measure that describes the tendency of a protein to inter-
act specifically with others

SDS-PAGE sodium dodecyl sulphate poly-acrylamide gel electrophoresis

SH2 Src homology domain 2

SH3 Src homology domain 3

TAP Tandem Affinity Purification

TEV tobacco etch virus

TOF time of flight, usually used in combination with MALDI (“MALDI-TOF”), a
special kind of mass spectrometer.

URA3 Orotidine-5’-phosphate decarboxylase, an enzyme that catalyzes the sixth
step of pyrimidine biosynthesis

Y2H Yeast two-hybrid system
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Chapter 2
Handling Diverse Protein Interaction Data:
Integration, Storage and Retrieval

Benjamin Shoemaker and Anna Panchenko

Abstract In this chapter we review current approaches to store, retrieve and inte-
grate diverse protein interaction data. To incorporate the heterogeneous results of
computational predictions and protein interaction experiments, methods of data inte-
gration have been widely used which provide efficient presentation, and analysis
of interaction data. Among them statistical meta-analysis and supervised machine
learning methods are becoming very popular in this respect. While integration meth-
ods reduce complexity of system representation, the databases provide efficient stor-
age and retrieval of data. A large variety of interaction databases exist which differ in
scope, type and coverage of data as well as query search capabilities. We categorize
the databases of protein interactions into comprehensive, specialized, structural and
databases developed for network analysis. This gives a rough grouping of resources
based on how they might be used. In particular, one might often start with a com-
prehensive database search and afterwards perform a refined search of the obtained
results using a database with a more specific focus.

2.1 Introduction

A protein interactome is a complex and not very well characterized system. The
experimental data on protein-protein interactions are obtained under different condi-
tions, for different organisms and provide a wide range of details. For example, Y2H
experiments provide the identity of interacting proteins, electron microscopy sup-
plies relative positional information of interacting proteins or protein subunits, and
crystallography provides full atomic detail of interaction surfaces. High-throughput
experiments can be applied on a genome-wide scale to identify protein interaction
partners while more specialized biophysical methods can characterize interactions
in terms of the kinetics, dynamics and mechanics of binding processes. In addition to
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direct detection of physical protein interactions, computational methods of protein
interaction prediction are becoming more powerful in their ability to identify poten-
tial protein interaction partners, specific interacting protein domains and indirect
functional associations between proteins.

Integration of heterogeneous experimental and computational interaction data
has the ultimate goal of reducing the complexity of a system representation and
providing its efficient presentation and analysis. Experimental data collected for
a protein interactome contains a lot of false positives while at the same time a
large number of relevant interactions are overlooked. Data integration would be
the first step to address this problem by emphasizing the bona fide observations
supported by multiple data sources and by assigning less confidence to those spo-
radically observed interactions which can not be considered as reliable and biologi-
cally important. Different aspects of data integration have been addressed in various
studies but so far the overall problem remains unsolved and most databases treat
data sources as complimentary without considering their overlap [1–3].

Diversity and redundancy of experimental and computational interaction data
are reflected in a large variety of interaction databases which store the binary pro-
tein interactions as well as the higher order interactions in protein complexes. The
interaction data are usually obtained by direct submission from experimentalists,
by mining literature or by applying computational methods; in some cases the data
is verified using automated algorithms or manual curation. Interaction databases
differ from one another by the type, size, scale, reliability and coverage of data they
contain. They also offer different query capabilities which are provided either by
flat files with a textual search engine or by a relational database and more advanced
searching capabilities.

In this chapter we give an overview of current approaches to store, retrieve and
integrate heterogeneous protein interaction data. In the first part of the chapter we
review the two groups of data integration methods: statistical meta-analysis and
supervised machine learning methods while the second part of the chapter covers
some of the most highly accessible public databases which are categorized in terms
of data scope and type.

2.2 Data Integration Methods

2.2.1 Statistical Meta-Analysis

Classical approaches to data integration include various statistical methods of meta-
analysis which were developed in an attempt to combine results of several studies
and estimate the statistical significance of the combined results [4, 5]. The advan-
tage of these methods is that they do not require any curated training sets which
are often unavailable. It was shown that use of conventional statistical procedures
in meta-analysis is problematic because it violates the basic assumptions used in
conventional statistics, for example, the assumption that the variances associated
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with every observation are the same or at least do not differ to a large degree. It is not
the case when one tries to combine the results of different interaction experiments
which have different sample sizes and error rates.

Let us take a set of k independent experiments, each resulting in a set of measure-
ments (ex: gene expression ratios to identify if two genes/proteins interact) which
can be characterized by the p-values, p1,. . .,pk. Here a p-value estimates the proba-
bility to observe a particular data element (gene, protein or their interaction) value
purely by chance (the null hypothesis H0i being that the data element/interaction is
not affected by the i-th experimental perturbation) when, for example, an interaction
between two proteins does not exist and/or can not be registered in a particular
experiment. The prior reference distribution can be derived from the distribution of
non-interacting proteins [6] and measurements with low p-values will be more likely
to be true positives. The composite null hypothesis H0 therefore will hold only if
each of the sub-hypotheses H01,. . .,H0 k hold true [4]. Testing of the composite null
hypothesis is rather difficult as there are many different alternative hypotheses where
at least one of Hoi is false. It is illustrated in the p-value space by the complexity of
the decision boundary which separates regions which contain mostly true positives
with low p-values from those containing mostly true negatives. Intersection and
union methods use a predetermined p-value cutoff to detect significant elements
resulting in a simple rectangular decision boundary with a large number of missed
true positives (intersection method) and a large number of false positives (union
method) [7].

One of the most common procedures to combine results of different studies is the
Fisher method or inverse chi-square method [4] which uses a product of p-values to
combine the effects of k different independent studies. If p-values pi are distributed
uniformly under H0i then −2 log pi has a chi-square distribution with two degrees
of freedom and consequently the composite p-value has a chi-square distribution
with 2 k degrees of freedom under H0. Then the null hypothesis will be rejected if

P = −2
k∑

i=1

wi log pi ≥ c,

where c can be obtained from the chi-square tables and ω are the weights showing
the reliability of different studies. The case with all weights equal to one would
correspond to the unweighted Fisher’s test. Although it is difficult to select weights
apriori, the weighted method allows one to emphasize the measurements from more
sensitive studies and underrate the less accurate data. Fisher’s test can be very infor-
mative in the situations where p-values vary among different data sets.

Methods of meta-analysis use different combined test statistics resulting in dif-
ferent decision boundaries and their effectiveness varies depending on the number,
size and heterogeneity of the data sets. Recently a new methodology has been devel-
oped which was successfully applied to integrate heterogeneous data from different
systems biology experiments [7]. According to this methodology the weights for
three different integration statistics (including Fisher’s statistics Pw) were optimized
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by maximizing the number of true positives selected at a given significance level
(area below decision boundary) in the final set. The maximization was performed by
using enhanced simulated annealing and by selecting data elements with combined
p-values below the threshold at the final stage. One of the advantages of this method
is that it does not make any assumptions about the number of different data sets and
can be applied to integrate data from any study. The asymmetric decision bound-
ary produced by this method has been shown to separate very well true positives
from true negatives and captures more true positives compared to the unweighted
methods.

The method described above was implemented into a free open source software
package called Pointillist. In the follow-up study by the same authors, the Pointil-
list package was applied to integrate 18 different data sources including microar-
ray, protein abundance, chromatin immunoprecipitation experiments, genome-wide
data from protein-protein and protein-DNA interaction databases (such as DIP and
BIND) and various protein and domain interaction predictions [8]. The data integra-
tion procedure resulted in the network for the galactose utilization pathway in yeast
where composite p-values were assigned to the nodes and edges of the reconstructed
network. The method showed a high sensitivity (99%) for selection of interactions
detected by small scale experiments and rejected 93% of protein-protein interactions
identified by the single Y2H method and 28% of the interactions detected by multi-
ple Y2H experiments. Similarly to [6] the method reported a 24% false positive rate
for interactions predicted by paralog analysis. Based on the analysis of the combined
network model the authors were able to predict and explain certain features in the
galactose utilization process. Namely, the model suggested that galactose caused the
down-regulation of fructose metabolism; an observation which was subsequently
verified experimentally.

2.2.2 Supervised Learning Methods

Various methods within the supervised learning framework have been proposed
recently to integrate the heterogeneous data to predict protein interactions, to pro-
vide confidence levels of predictions and to gain insight into what combinations
of features or data sources are the most informative [9–18]. Although these meth-
ods use different “gold standard” data sets, feature sets, encodings and learning
algorithms for training and testing, it has been shown that the prediction accu-
racy is improved when several sources of data are combined (for the description
of computational methods to predict protein or domain interaction partners, see
Chapters 4 and 5). Each protein or protein-protein interaction is encoded as a fea-
ture vector where features may represent different data sources (or groups of data
sources) on protein-protein interactions such as gene co-expression of two proteins,
domain-domain interactions and evidence coming from various experimental and
computational methods. The problem of prediction boils down to defining a decision
boundary which best separates the data points into interacting and non-interacting
protein pairs.
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As a result of a comparison of different classifiers, it has been shown that
the Random Forest Decision method together with the Support Vector Machine
and Logistic Regression methods yield superior performance in the classification
tasks [13, 19, 20]. Random Decision Forest classifiers, for example, construct a
decision tree which defines a best splitting feature at each node based on how
well this feature can discriminate between two classes of interacting and non-
interacting proteins. The method has certain advantages as traversing along the
tree provides not only the confidence of the prediction but also the information
about the contribution of various features at different levels of the decision making
process.

One of the Random Forest Decision methods builds decision trees based on the
domain composition of interacting and non-interacting proteins, explores all pos-
sible combinations of interacting domains and predicts at the end if a given pair of
proteins interact [12]. Each protein pair is represented as a vector of length N, where
N is the number of different domain types (features), and each feature can have
values 2, 1 or 0 depending on whether a domain is found in both proteins, in one of
them or not found in the protein pair respectively. Given a training set of interacting
protein pairs taken from the experimental data, the method constructs a decision
tree (or many trees) which defines the best splitting feature at each node from a
randomly selected feature subspace. The best feature is selected based on a measure
of “goodness of fit” which estimates how well this feature can discriminate between
two classes of interacting and non-interacting pairs. The method stops growing the
tree as soon as all pairs at a given node are well separated into two classes providing
a classification for an unknown protein pair.

By examining different feature combinations with Random Forest Decision
Methods it has been found that the importance of features in correct classification
depends on the type of prediction problem (physical protein-protein interactions,
co-complex relationships or pathway co-membership), however, gene expression
was shown to be the most important feature for all prediction tasks [13]. At the same
time in another study using Random Forests together with Logistic Regression it has
been shown that MIPS and Gene Ontology (GO) features are the most informative
functional similarity datasets for predicting protein-protein interactions. Random
Decision Forest classifiers based on the MIPS and GO features alone can yield very
accurate predictions [20] (see Chapter 5 for more details).

Bayesian classification methods have proven to be very powerful in the analysis
of diverse and noisy interaction data. Similar to Random Forest Decision methods,
they provide probabilistic scores for all potential protein interactions; and interac-
tions with the highest confidence levels comprise the predicted protein interaction
network. A naı̈ve Bayes classifier, for example, was successfully applied to con-
struct a probabilistic structure for the entire yeast and human interactomes [10, 21].
After assessing relationships between different features used in the first study (rang-
ing from gene co-expression to phylogenetic profile prediction methods) no strong
inter-dependency between the features was found [22]. This can be explained either
by the fact that different data types encode different types of information or by the
incompleteness or biases of different data sources. In the second interactome study,
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a particular focus was put on the network emerging from cancer genomics data to
identify several interaction subnetworks activated in cancer [21].

The large number of information sources on protein-protein interactions makes
it particularly hard to integrate this heterogeneous data and extract biological mean-
ing from it. Effective data integration methodologies for protein-protein interactions
and systems biology in general should try to accommodate diverse data types from
different experimental and computational methods and at the same time, should be
able to handle high error rates, missing data and systematic biases in the datasets.
Fortunately, recent studies concluded that integrating the information from various
experimental and computational studies allows one to predict protein-protein inter-
actions with higher accuracy and to better understand the underlying mechanisms
of protein recognition.

2.3 Protein and Domain Interaction Databases

Databases storing information on protein-protein interactions are numerous and
diverse. Figure 2.1 shows different types of experimental and computational infor-
mation input to the various interaction databases (lighter-colored, peripheral boxes).

Fig. 2.1 A schematic diagram of the collection of protein interaction data. The periphery of the
flow chart shows various sources of experimental data related to protein interactions. The two inner
boxes illustrate two general levels of detail collected by the databases
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The two inner boxes distinguish the level of detail collected for the protein-protein
interactions. In spite of the interaction data diversity, there exist considerable over-
laps in the datasets contained in the databases, making it difficult to recommend
a single resource for a particular type of information. One attempt to standardize
records and reduce the duplication of curation efforts is the formation of the IMEx
consortium. Currently there are five active members of the consortium which are
noted by the asterisk in Table 2.1. By explicitly exchanging data and coordinating
work efforts through IMEx, member databases minimize wasted curator effort. As
one example, several member databases are assigned journals to monitor for litera-
ture curation and results are shared to the other databases.

The IMEx consortium exchanges all data in the Molecular Interaction (MI) stan-
dard developed by the HUPO PSI [32]. This is one of a set of standards setup for
data representation in proteomics. With such a diversity of available data types and
sources there is a real advantage to the acceptance of such a standard. In particular,
many meta-servers and individual researchers who wish to analyze data from mul-
tiple sources are greatly assisted by such a database-independent exchange format.

In addition to the many types of data available from databases a variety of dis-
plays exist which, although unique for each database, recycle many of the more
useful views. Beyond pleasing graphics, the presentation of data helps the user get
a quick overview of large amounts of data and make associations that would not
otherwise be obvious from simple data downloads. Figure 2.2 shows an example of
possible data displays from the STRING database described in the next section. In
the top window of the figure there is a summary of the interacting partners to a query
protein. This display shows the results both as a graphical network representation
and a table including computed relevance scores. For well-connected queries such
a display attempts to sort out the more frequent interactors and give an idea of how
densely connected the network is.

Here we tried to categorize the databases in terms of the types and scope of
data sources (comprehensive versus specialized databases), types of interactions

Table 2.1 Comprehensive databases available for searching and/or downloading data related to
protein interactions. Listed are: the name of the database; type of data (high-throughput experimen-
tal data (E), structural data (S), manual curation (C) and functional predictions (F)) and the number
of interactions. Databases with an asterisk are members of IMEx (http://imex.sourceforge.net)

Database Type Number of Entries URL/FTP

DIP* [23] E,S,F 56,186 http://dip.doe-mbi.ucla.edu,
LiveDIP [24],

Prolinks [25]
http://prolinks.doe-mbi.ucla.edu/

cgi-bin/functionator/pronav/
BOND [26] E,C,S 83,517 http://bind.ca
STRING [27] F,E,S 1,513,782 (proteins) http://string.embl.de
MINT* [28] E,S,C 103,808 http://mint.bio.uniroma2.it/mint
PubGene C — http://www.pubgene.org
IntAct* [29] E,C 154,667 http://www.ebi.ac.uk/intact
BioGRID* [30] E,F,C 198,721 http://www.thebiogrid.org
KEGG BRITE [31] pathways 9,766 (hierarchies) http://www.genome.ad.jp/brite
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Fig. 2.2 An example of data display from the STRING database. At the top there is a summary of
the interacting partners to a query protein. In the middle there are buttons to navigate the displays of
relevant supporting evidence. Next there is a table of experimental evidence and graphical display
of taxonomy and genome occurrences on the bottom

(physical interactions versus functional associations) or range of details on protein
interactions they provide (atomic details derived from structures, interface prop-
erties, interacting residues). We also differentiate databases based on the units of
interactions into protein-protein and domain-domain interaction databases. We list
the most useful features in our opinion for each database which can facilitate the
decision of which database to use in search and analysis in each particular case.
Below we give brief descriptions of representative databases.
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2.3.1 Comprehensive Protein Interaction Databases

In this first section we list databases that collect physical interactions and/or func-
tional associations of protein pairs without any explicit restriction on the focus of
the data such as by experimental type, organism or protein function. See Table 2.1
for a full list of comprehensive databases.

2.3.1.1 Database of Interacting Proteins (DIP)

DIP is one of the best known repositories for experimentally-determined protein-
protein interactions including a subset of interactions which have passed a quality
assessment [23]. Sources for this interaction data range from literature and the Pro-
tein Databank (PDB), to high-throughput methods like Y2H, protein microarrays,
and TAP / MS analysis of protein complexes (see Chapter 1 for more details). The
database makes use of several assessment methods to determine the quality of exist-
ing interaction data and to check user-specified interaction sets. DIP can also be
accessed via a plugin in Cytoscape [33] to view molecular interaction networks and
to integrate with other data such as gene expression profiles. In addition, DIP has
links to several related databases including LiveDIP and Prolinks. For proteins in a
biological interaction, Live DIP records information about their states and any state
changes upon binding, such as covalent modifications, conformations or cellular
locations [24]. Prolinks employs four methods of functional association: phyloge-
netic profiles, Rosetta Stone, gene neighbors and gene clusters [25].

2.3.1.2 Biomolecular Object Network Databank (BOND)

BOND, formerly known as BIND, was one of the first databases along with DIP to
collect high-throughput experimental datasets along with other data sources includ-
ing protein complexes from PDB [26,34]. It holds a large variety of experimental
interaction data which were curated by an in-house team of curators. Note, how-
ever, that the open access version of this database is no longer being updated. In
relation to this database, a data specification was developed to handle various types
of protein-protein interaction data as well as protein-small molecule interactions
and protein-nucleic acid interactions. BOND uses a grammar of unique icons to
distinguish functional types of interactions in displays.

2.3.1.3 Search Tool for the Retrieval of Interacting Proteins (STRING)

The STRING database contains a large number of functional associations between
pairs of proteins as well as physically-determined protein-protein interactions. This
data comes from four sources: genomic context, high-throughput experiments, con-
served coexpression, and previous knowledge [27]. Evidence is listed for functional
partners of a query and a scoring scheme is used to judge the relative importance of
its interactions.
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2.3.2 Specialized Interaction Databases

There are several resources which are focused on a particular subset of interactions
or on properties of interaction interfaces. While in most cases more limited in scope,
they typically offer more detailed information and higher-quality, curated data sets.
Below we will highlight a few such specialized databases and list them in Table 2.2.

2.3.2.1 Human Protein Reference Database (HPRD)

The HPRD collects information for human proteins including a large number of
interactions and pathways [35]. Protein-protein interactions come from literature by
manual curation. They are linked to the protein records which contain a high level
of detail. Annotations include post-translational modifications, disease associations
via OMIM, subcellular localizations, protein isoforms and domain architectures, all
of which could be useful in characterizing the nature of interactions.

2.3.2.2 Munich MPact/MIPS Database

MPact is the common access point to the MIPS Comprehensive Yeast Genome
Database (CYGD) containing a set of manually curated protein-protein interactions
from the yeast genome [37]. Interactions in this set have been collected by cura-
tors from the literature, but the resource also includes yeast high-throughput results
maintained separately.

2.3.2.3 Binding Interface Databases (WikiBID and HotSprint)

WikiBID collects detailed interaction information including bond formation and
the locations of interface residues crucial for protein binding (“hotspots”) [47]. For
each protein pair, WikiBID lists amino acids at the interface and their contributions
to binding energies obtained from alanine scanning and site-directed mutagenesis
experiments. In addition detailed descriptions of proteins, their interactions and con-
tact maps with bond types are displayed. This database is based on data mined from
the literature and is currently updated exclusively by user submissions.

The HotSprint database contains the locations of computational hotspot residues
which were predicted based on residue conservation and/or solvent accessible sur-
face area difference upon complexation [48].

2.3.2.4 Molecule Pages Database/UCSD-Nature Signaling Gateway

The Molecule Pages database is a collection of current research on signal trans-
duction proteins from a collaboration between the University of California San
Diego (UCSD) and the Nature Publishing Group [36]. Some information has been
mined from previous literature, however, what is unique here is that for new articles,
interaction information is entered into the database by the original authors and peer
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reviewed as part of the publishing process. This submission requirement minimizes
errors made even by expert curators in data mining and means that the data can
be extensively typed into various informative categories such as states, transitions,
functions and protein classes. For example an author might make a short comment
describing two proteins with particular modifications interacting with each other
and with small molecules in a pathway.

2.3.2.5 InterDom Database

InterDom collects evidence for predicting protein domain interactions from a num-
ber of data sources on protein-protein interactions [51]. These sources include PDB,
literature, protein interactions stored in DIP and BOND as well as instances of
domain fusion. The reliability of domain interactions is scored depending on the
number/type of experimental evidence for each interaction.

2.3.2.6 Domain Interaction Map (DIMA) Database

DIMA uses phylogenetic profiling of Pfam domains to create a domain interaction
map [52]. Unlike other similar methods the algorithm is able to save time by avoid-
ing the comparison of entire protein sequences and compares the occurrences of
domains across genomes to associate them as interactions based on similar patterns
of occurrences. The method also incorporates domain-domain contacts from crystal
structures via iPfam and works well in particular for domains with moderate infor-
mation content which have distinct phylogenetic profiles.

2.3.3 Interaction Databases Using Protein Structures

When available, protein structure data provides a detailed characterization of protein
complexes and interaction interfaces. In addition domain-domain interactions within
individual proteins can be studied to understand and infer features that might be
conserved within protein interaction interfaces. Table 2.3 lists related resources and
a few are highlighted here.

2.3.3.1 PIBASE Database

PIBASE is a database of structural domain interfaces, physical protein-protein inter-
actions and structural and functional properties [58], which uses SCOP and CATH
domain definitions. Structural comparisons of interfaces are made for the same
domain pair within one structure to remove redundancy. The database also com-
bines physicochemical/functional properties of protein binding sites and has a link
to MODBASE [63] containing modeled three-dimensional structures which allows
one to predict partners and model putative interacting domain interfaces.
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Table 2.3 Interaction databases using protein structure

Database Scope Number of Entries URL/FTP

ProtCom [54] Protein complexes,
homology
modeling

1,770 http://www.ces.clemson.edu/
compbio/ProtCom

3did [55],
Interprets[56]

Domain interactions,
homology
modeling

3,304 http://3did.embl.de

PQS [57] Quaternary
structures

48,568 http://pqs.ebi.ac.uk

Pibase [58],
ModBase [59]

Domain interactions,
homology
modeling

2,387 http://alto.compbio.ucsf.edu/
pibase

CBM [60] Conserved binding
modes

2,784 ftp://ftp.ncbi.nlm.nih.gov/
pub/cbm

SCOPPI [61] Structural
classification of
interfaces

3,358 http://www.scoppi.org

iPfam [62] Domain interactions 3,019 http://www.sanger.ac.uk/
Software/Pfam/iPfam

2.3.3.2 3did Database

3did contains Pfam domain interactions from protein structure data [55]. Views are
available for a given domain type or structure for greater detail. For some of the
domains, dot plots of structural comparisons show the variance of the interactions
between domain pairs. GO-based functional annotations and yeast interactions are
also present in the database.

InterPreTS is a web-based service to predict protein-protein interactions based
on sequence homology of query proteins to complex structures in a database of
interacting domains associated with the 3did database [56].

2.3.3.3 Conserved Binding Mode (CBM) Database

The Conserved Binding Mode (CBM) database collects domain-domain interactions
from all PDB structures grouped by geometry into conserved interaction modes for
each pair of domain families [60]. Structural alignments are used to infer CBMs
from different members of interacting domain families docking in the same way.
By searching for domain interactions with recurring structural themes there is a
greater chance to find biologically relevant rather than spurious, crystal packing
interactions. CBMs highlight the commonalities and variation of a domain pair’s
interactions from all structural examples.

Currently under development at the NCBI is an interaction tracking database
designed to facilitate discovery of interactions related to a query protein or pro-
tein domain using the large, inter-connected Entrez databases. All types of physical
interactions from protein structure data form the basis of the database, including
protein complexes and interactions between protein domains, nucleic acids and
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small molecules. Sequence homology and structural comparisons are both used to
infer interaction partners. Such a scheme allows a user to get a quick overview of
possible functional annotations, example structures to view and a wealth of linked
information for further details. The strengths of this database lie in its ranking and
categorization of interaction types and the scope and update schedule of the under-
lying data sets.

2.3.3.4 iPfam Database

iPfam displays the interactions of Pfam domains that make contacts in PDB struc-
tures [62]. The system is integrated into the Pfam website and allows for interactive
browsing of all Pfam-Pfam domain interactions detected on PDB structures at the
family and individual structure levels. To illustrate interacting domains, structure,
sequence and node displays are shown. In the sequence display details of interacting
residue identities are included.

2.3.4 Interaction Network Analysis and Visualization

Table 2.4 lists some of the resources available on the web for additional assistance in
visualizing and understanding the topology of interaction networks. Some of these
are meta-servers which pull interaction data from multiple host databases and others
allow the user to upload their own networks. The network visualization tools can
be especially useful for identifying the key elements among the enormous number
of connections of protein hub nodes. Here we describe one example of a network
analysis tool.

2.3.4.1 PathBLAST

PathBLAST allows a user to compare interaction networks across genomes to iden-
tify conserved elements, either complexes or entire pathways [66,71,72]. It currently

Table 2.4 Interaction network analysis and visualization

Number of
Tool Description Entries URL/FTP

PIMRider [64] visualization 3,000 http://pim.hybrigenics.com
Ulysses [65] interolog analysis 32,930 http://www.cisreg.ca/ulysses
PathBLAST [66] network alignment – http://www.pathblast.org
Cytoscape [33] visualization &

data integration
– http://www.cytoscape.org

APID [67] visualization 215,646 http://bioinfow.dep.usal.es/apid
tYNA [68] network analysis – http://networks.gersteinlab.org/tyna
PIANA [69] data integration,

network analysis
– http://sbi.imim.es/piana

VisANT [70] visualization 405,301 http://visant.bu.edu
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uses data from the DIP database for its computations. First, sequence alignments
are made between proteins of the networks from two organisms and their similarity
and possible orthology is established. High-scoring network alignments are then
constructed from similar proteins which are connected in the same order in two net-
works. PathBlast can also perform query searches to extract all protein interaction
pathways that align with a pathway query of a target organism. There are many
different network alignment tools which will be reviewed in Chapter 9.

2.3.5 Conclusion: A Case Study

In conclusion we would like to give an example of one case study of the P53 tumor
antigen protein and its protein interactions retrieved by different databases. The
tumor antigen p53 protein is a transcription factor regulating many processes of
the cell cycle, where it plays a key role in many anti-cancer mechanisms and can
respond to DNA damage by inducing cell cycle arrest or apoptosis [73]. Its role as a
tumor suppressor has been studied for the last twenty years with the specific focus
on its interactions with DNA and numerous protein partners. Many p53 interactions
have been identified and studied in detail by experimental techniques and deposited
in various databases. We examined the interaction partners for human p53 retrieved
from some of the databases listed in Tables 2.1–2.3.

We found that although different databases resulted in rather diverse lists of
potentially interacting partners (ranging from 50 to 200 proteins depending on
the database), all databases consistently identified the important interaction part-
ners such as MDM2, protein kinases, ubiquitin and the p53-binding protein. Some
databases like MINT and STRING provided reliability scores assigned to each
potential interaction while offering an excellent viewer of a protein interaction net-
work associated with the p53 protein. At the same time, DIP and BIOGRID supplied
detailed information about the experimental techniques and interactions verified
by computational methods (in the case of DIP). In addition, specialized databases
such as HPRD and SCANSITE provided information on p53 associated diseases,
post-translational modifications, predicted phosphorylation and other binding sites.
Structure-based databases gave the details of geometrical and physico-chemical
properties of interaction interfaces. For example, PiBase and 3did showed specific
interacting domains in structures of p53 and its complexes with other proteins. The
CBM database found four conserved binding modes of interactions between p53
and other domains/proteins. One of the binding modes involved the interaction with
the BRCT domain, and three others represented homo-dimer interactions, which
showed conservation between human and mouse species. Finally, several critical
residues contributing to thermodynamics and kinetics of binding of p53 to its part-
ners were identified using WikiBID and HotSprint databases.
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Chapter 3
Principles of Protein Recognition and Properties
of Protein-protein Interfaces

Ozlem Keskin, Attila Gursoy, and Ruth Nussinov

Abstract In this chapter we address two aspects – the static physical interactions
which allow the information transfer for the function to be performed; and the
dynamic, i.e. how the information is transmitted between the binding sites in the
single protein molecule and in the network. We describe the single protein molecules
and their complexes; and the analogy between protein folding and protein binding.
Eventually, to fully understand the interactome and how it performs the essential
cellular functions, we have to put all together - and hierarchically progress through
the system.

3.1 Introduction

To accomplish their functions proteins need to interact with other proteins; conse-
quently, physical interactions between proteins are fundamental to biological pro-
cesses. Some proteins perform localized functions, relevant only within the context
of a particular biological process; others may possess a global, high level role,
mediating between distinct biological processes (Valente and Cusick 2006). The
knowledge of the interactions between proteins is crucial both for prediction of the
type of function, and for the understanding of how function is performed. Toward
this goal, physical protein–protein interactions have been assembled, classified and
mapped, culminating in the “interactome”, i.e., the complete set of physical protein–
protein interactions in a cell. The interactome is often represented as a network
of nodes connected by links, where nodes stand for proteins and links for direct
physical interactions between them. The interactome provides the global picture
of the inter-connectivities; however, in order to understand how the function is
dynamically regulated and carried out, the details of the physical interactions are
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essential. The availability of these assists in the understanding of the dynamics of
the system, the signaling and the transiently changing inter-relationships between
its components. Eventually, to fully understand how the signals propagate between
binding sites in the protein and through the network, it is useful to examine the
thermodynamic distributions of the populations of conformations around the native
state.

Evoking the concept of energy landscapes and folding funnels which emulates
the conformational distributions is helpful both for understanding the folding of the
polypeptide chain and for the understanding of the protein function, through intra-
and inter-molecular recognition and binding. The more flexible the molecule, the
larger is the ensemble of diverse conformers and the lower are the barriers between
them. The concept of the folding funnel assists in understanding mechanisms in
binding. Funnels with rugged bottoms portray and lead to non-specific molecular
associations. On the other hand, smoother single or few minima with high barriers
imply rigid binding. From the theoretical standpoint, since the complexity of the
energy landscape increases rapidly with the size of the system, thus funnels con-
structed for binding can be expected to be quite complicated (Tsai et al. 1999).

Below, we first illustrate that protein folding and protein-protein binding are sim-
ilar events with similar underlying principles. We next describe the interactome from
the point of view of the different types of associations and protein-protein interfaces.
We describe different interface types and compare the properties of interfaces with
single chains; and finally, we put the two aspects together, describing the crucial
role of the presence of conformational ensembles of single chains and of complexes
in the transfer of information across the network. Recognition of the presence of
conformational ensembles is extremely important since above all, signals are trans-
ferred by the populations; not by static structures.

3.2 Protein Folding and Protein Binding are Similar Events

From what we know today, with the exception of binding of inhibitors, it appears
that in biological systems, none of the protein molecules functions through a single
binding event; rather, function implies cascading through a series of events. For each
such event, the population around the bottom of the corresponding funnel serves as
the repertoire of potentially available molecules for the following binding event.
As in folding funnels, it is not the conformer with the highest population times
that will bind in the following step. Rather, it is the conformer whose structure
in the current bound stage is most favorable for the next binding event. This is
a general phenomenon that holds uniformly (Ma et al. 1999; Tsai et al. 1999) in
allostery (Kumar et al. 1999), molecular communication, and signal transduction.
Conformers whose population times might have been very low in the folding funnels
might be considerably enriched as they go down consecutive funnels.

Such a view derives from the understanding that protein folding and protein
binding are similar processes, with the only difference between them being the pres-
ence (or absence) of chain connectivity. Binding and folding have frequently been
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referred to as “inter”- and “intra-molecular recognition”, emphasizing the fact that
the two processes have much in common. Indeed, the hierarchical folding concept
can be understood only in these terms. The problems of protein-protein binding
and protein folding have been of focal interest for already many years. In general,
investigations of these have been addressed at comprehension of aspects of either the
binding or the folding. There has been a distinction between the two: protein folding
consists of studies of single polypeptide chains, whereas studies of binding address
the binding of at least two chains. Despite this traditionally sharp division between
the two, it has long been recognized that the types of interactions responsible for
these processes are similar, although their relative contributions to stability differ
(Argos 1988; Janin and Chothia 1990; Janin et al. 1988; Jones and Thornton 1996;
Wu et al. 1994).

The basic difference between binding and folding is the absence (or, presence)
of chain connectivity. Yet, it is well known that cleaving the polypeptide chain to
create two molecules usually results in a dimer association having a similar structure
as the monomer (Kippen et al. 1994). And, at the same time, utilizing a linker to
ligate two separate subunits generally results in a similarly folded monomer (Liang
et al. 1993). With an extra connection in the intact chain, the folding process is
favorable, both kinetically and energetically, if the native structure is unaltered. This
advantage is due to the favorable entropy. In terms of stability, chain cleavage is
entropically favorable due to the splitting of the polypeptide chain (Cheng et al.
1990). In addition, the removal of the linkage constraint may potentially lead to a
more favorable binding orientation of the two separate structural parts. Chain cleav-
age will be favorable if the interactions at the newly formed two-chain interface
compensate for the loss of entropy.

3.3 Types of Protein Interactions and Complexes
in the Interactome

Inspection of the physical interaction map reveals that most proteins interact with
only a few other proteins while a small number of proteins (hubs) have many
interaction partners. Hub proteins and non-hub proteins differ in several respects;
however, it is still unclear what differentiates between hubs and non-hubs (Ekman
et al. 2006). Since a hub interacts with many proteins, and since the surfaces of
proteins cannot reasonably be expected to contain as many distinct binding sites,
it reasonably follows that binding sites of hub proteins are re-utilized by several or
many different partners. Yet, it is not necessarily the case that all hub binding sites
are shared. Hubs may contain two types of binding sites: the first is used to bind
a permanent partner; the second is a shared binding site, used in a transient, reg-
ulatory binding capacity, associating and dissociating with its partners. Figure 3.1
displays an example of a hub protein, transcriptional activator GCN5 (Han et al.
2004). The connectivity of the protein is very high as displayed in the top figure.
Ribbon diagrams shown in the bottom panel show that the same interface might
be used to bind to different peptides and a different interface might be used to
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Fig. 3.1 GCN5 histone acetyl transferase is a hub protein. Part (A) shows the connectivity of the
GCN5 (visualized by VisANT). Part (B) shows three complexes with a histone H3 peptide (PDB
ID:1pu9), a P53 peptide (PDB ID: 1q2d) and with another histone H3 peptide (PDB ID:1 m1d).
These peptides use the same binding site on GCN5. The last ribbon diagram shows the complex
between two GCN5 proteins. A different interface is used for dimerization. GCN5 is shown gray
in the figures whereas the peptide and protein interfaces are boxed

form another complex. The permanently-bound partner may (or, may not) form an
obligatory interaction. Under such circumstances, the partner is often – though not
always – a homo-oligomeric chain, usually a homo-dimer. Homo-dimers are often
“two-state” protein-protein complexes, that is, the monomers exist in one of two
states: either unfolded in solution, or folded in the complex. In a two-state complex
the two protein chains co-fold. Consequently, obligatory homo-oligomeric two-state
protein-protein interfaces resemble protein cores. Obligatory associations are found
not only in hubs; rather they are a common occurrence in the interactome. On the
other hand, shared binding sites imply transient binding to multiple, structurally –
and functionally distinct partners. In such cases, the protein chains are also stable
on their own, leading to what is generally termed “three-state complexes”: here
the chain can exist in any of the three states: unfolded in solution; folded on it
own; or in a complex. Alternatively, an unstable disordered chain may be perma-
nently and obligatorily bound to another chain, with the shared binding site at a
different location than that of the obligatory one. An example of such a case is the
elongin B/elongin C complex. On its own, elongin C is unstable. However, it is
permanently bound to elongin B, forming a stable two-state complex. A different
binding site on elongin C is capable of binding multiple proteins.
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Put in these physical interaction terms, the interactome consists of proteins
interacting with other proteins through two possible types of associations: oblig-
atory (or, non-obligatory) interactions; and transient (or permanent). Eventually, to
be able to perform and coordinate efficiently the complex processes in the cell, both
are essential. Obligatory associations are highly specific, perfected by evolution. At
the other end of the spectrum, the transient interactions, particularly those involv-
ing shared binding sites appear to be much less so, since they have evolved faster,
responding to the needs of the organism (Mintseris and Weng 2005). Batada et al.
(2006) examined a literature-curated dataset of well-substantiated protein interac-
tions in Saccharomyces cerevisiae. They showed that in high quality datasets there
is a relatively robust correlation between the rate of evolution and measures of
dispensability, or proteins with more interaction partners. Since hub proteins have
multiply-utilized binding sites, they do not have a higher density of residues associ-
ated with binding. At the same time they undergo rapid turnover and regulation, as
observed from high mRNA decay rates and a large number of phosphorylation sites.
Thus, with so many proteins to bind to, hubs may also evolve slowly, as some of their
interaction sites are constrained in their evolution. On the other hand, their partners
may adapt faster, evolving to transiently bind the shared binding site. And by so
doing, dynamically inter-connect between modules and drive the newly evolving
regulated function.

3.4 Classification into Three Types of Interfaces
in the Interactome

To understand the interactome at the structural and functional levels, and its modular
organization, the first step is to obtain the physical properties of the protein-protein
interactions. Over the years, protein–protein interfaces have been characterized with
respect to their structural and physical properties (size, shape, complementarity
and packing) and their chemical nature (amino acid composition and conserva-
tion, chemical group distributions, hydrophobicity (and hydrophilicity), electrostatic
interactions, hydrogen bonding and interactions with water) (Arkin et al. 2003;
Nooren and Thornton 2003; Todd et al. 2002). Yet, these properties were largely
studied either on all interfaces combined, or separating them into homodimeric and
all others. More recently, datasets have been created for permanent versus transient
complexes. These were largely hand-picked datasets.

In 2002, we have extracted all interfaces between two protein chains obtained
from higher complexes of proteins which were available in the protein structural
databank (PDB) (Keskin et al. 2004). Interfaces which shared similar architectures
were clustered. The interfaces were clustered based on their spatial structural sim-
ilarities, regardless of the connectivity of their residues on the protein chains. We
divided the clusters into three categories: Type I represents two chain interface
clusters with unique functions. Members of these clusters have similar chains and
similar interfaces; that is, both the interfaces and the entire protein chains to which
the interfaces belong are highly similar and well aligned. Figure 3.2 presents some
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Fig. 3.2 Examples of Type I interfaces. The two proteins are complexes of type II 3-hydroxyacyl-
CoA dehydrogenase (HADH II)/amyloid-beta binding alcohol dehydrogenase (PDB ID: 1e3 s)
and mouse lung carbonyl reductase (PDB ID: 1cyd). The two different chains of the complexes are
shown in different shades of gray. The interface region is shown in black and boxed

examples. Type I interfaces are very common: in most cases, if the interfaces are
similar, the overall protein folds are also similar.

Type II consists of two chain interfaces with multi-functions. The interfaces of
members of these clusters are structurally similar; however the global protein folds
are different. These similar interfaces, dissimilar protein folds fall into different
families (Murzin et al. 1995). However, since they have similar interfaces they are
nevertheless members of the same interface clusters. The parent proteins of these
interfaces belong to families that have different functions. Hence interface simi-
larity does not ensure global structural similarity. Furthermore, it has been shown
previously that globally similar structures may have different functions in proteins,
although there is usually a correspondence between fold and function (Moult and
Melamud 2000; Nagano et al. 2002; Orengo et al. 1999; Thornton et al. 2000).
Type II interface clusters illustrate that this paradigm can be taken further: simi-
lar interfaces do not imply similar functions of the parent proteins from which the
interfaces were derived. Figure 3.3 presents examples of Type II interface clusters.
Analysis of Type I versus Type II clusters illustrates that (as expected) Type I is
better packed, buries larger total and non-polar accessible surface area, is less planar
and has better interface complementarity and more backbone–backbone hydrogen
bonds.

The Type II clusters are extremely interesting: they illustrate that globally differ-
ent protein structures may associate in similar ways to yield similar motifs. Clearly,
in principle, there is a very large number of ways in which monomers can combina-
torially assemble. Yet, among these there are preferred interface architectures and
these are similar to those observed in monomers. This observation both underscores
the view that the number of favorable motifs is limited in nature and highlights the
analogy between binding and folding. It is further reminiscent of the combinato-
rial assembly of protein building blocks in folding. Here, we observe that there are
many cases where evolutionarily related proteins have diverged from each other in
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Fig. 3.3 Examples of Type II interfaces. The left panel shows the crystal structure of single cohesin
domain from the scaffolding protein CIPA (PDB ID: 1aoh). The right structure belongs to a lumi-
nescent protein (PDB ID: 1b9c). The interface region is shown with a darker shade and boxed

function, yet maintained the interfaces they use to interact with other proteins. The
question arises as to whether it is possible to infer from cases such as those in our
dataset the time scales of evolutionary divergence.

Type III also represents interfaces with multi-functions, however, unlike Type II,
members of these clusters have only one side of their interface aligned. Within a
cluster, all proteins whose interfaces belong to the cluster have dissimilar func-
tions. Figure 3.4 provides some examples. Understanding how a given site binds
to different binding sites may shed light on the mechanism of protein interactions.
If we assume that there is analogy between hub proteins and multi-partner pro-
teins, Type III cases may assist in understanding hub proteins versus proteins at
the network edges. Inspection of the connectivity of our proteins revealed that they
have higher numbers of interactions with other proteins (∼13) compared with the
average connectivity number in yeast interactome (∼5) (Grigoriev 2003). Detailed
analysis of multi-partner interfaces indicates that proteins that use common interface

Fig. 3.4 Examples of Type III interfaces. The left panel shows the complex structure of dynein
light chain 8 (DLC8) (PDB ID: 1f95, Chains A and B). The right protein is a 4-oxalocrotonate
tautomerase (PDB ID: 1otf, Chains A and E). The chains with similar interfaces have darker colors.
The interface region is shown with boxes
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motifs to bind to other proteins have smaller interfaces than complexes with
specific partners. The average accessible surface area (ASA) of multiprotein inter-
faces is 1235 Å2, compared to the 1967 Å2 ASA of the other types. Most likely, with
a large interface it would be more difficult to bind to other, different, complementary
sites. We also observed that these multipartner interfaces were not as well packed
and organized as other proteins. The geometrical matching was not as optimized,
and there were water molecules, allowing more variability in the interactions. We
also found that multipartner interfaces preferentially consisted of � helices. Helices
appear as the major vehicle through which similar binding sites are able to bind dif-
ferent partners. Helices at multipartner binding sites allow alternate variable ways to
achieve favorable binding, depending on the side chain identities. They allow more
dynamics in the optimization of the helical associations as compared to extension
of � sheets. It will be of interest to examine whether centrally located proteins
with multiple proteins binding at the same sites are enriched in �-helical folds as
compared to the edge proteins.

3.5 Protein-protein Interfaces and Protein Cores are Similar

Above, we discussed the analogy between the processes of protein folding and
protein-protein binding and the types of protein-protein interfaces and complexes.
Here we ask to what extent are the protein-protein interfaces actually similar to
single chains? The cooperative nature of the folding of two-state protein-protein
complexes is the outcome of the hydrophobic effect, similar to its being the driv-
ing force in a single-chain folding. In analogy to the protein-folding process, the
two-chain, two-state model complex may correspond to the formation of compact,
hydrophobic nuclei. On the other hand, the three-state model complex involves
binding of already folded monomers, similar to the association of the hydropho-
bic folding units within a single chain. The similarity between folding entities in
protein cores and in two-state protein-protein interfaces, despite the absence of
some chain connectivity, indicates that chain linkage does not necessarily affect
the native conformation. This further substantiates the notion that tertiary, non-
local interactions play a critical role in protein folding. These compact, hydropho-
bic, two-chain folding units, derived from structurally dissimilar protein-protein
interfaces, provide a rich set of data useful in investigations of the role played
by chain connectivity and by tertiary interactions in studies of binding and of
folding.

Architectural motifs: The general similarity in the forces governing protein fold-
ing and protein-protein associations has led us to examine the similarity in the archi-
tectural motifs between the interfaces and the monomers. Comparisons between the
single-chain protein structural dataset and the interface dataset derived both from
all protein-protein complexes in the structural database showed that despite the
absence of chain connections, the global features of the architectural motifs, present
in monomers, recur in the interfaces, a reflection of the limited set of the folding
patterns. However, although similarity has been observed, the details of the archi-
tectural motifs vary. In particular, the extent of the similarity correlates with the
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consideration of how the interface has been formed. Interfaces derived from two-
state model complexes where the chains fold cooperatively, display a considerable
similarity to architectures in protein cores, as judged by the quality of their geomet-
ric superposition. On the other hand, the three-state model interfaces, representing
binding of already folded molecules, manifest a larger variability and resemble the
monomer architecture only in general outline. The origin of the difference between
the monomers and the three-state model interfaces can be understood in terms of
the different nature of the folding and the binding that are involved. Whereas in the
former all degrees of freedom are available to the backbone to maximize favorable
interactions, in rigid body three-state model binding, only six degrees of freedom are
allowed. Hence, residue or atom pair-wise potentials derived from protein-protein
associations are expected to be less accurate, substantially increasing the number of
computationally acceptable alternate binding modes (Finkelstein et al. 1995).

Driving forces: Although the hydrophobic effect plays a dominant role in
protein-protein binding, it is not as strong as that observed in the interior of pro-
tein monomers. Comparison of interiors of the monomers with those of the inter-
faces reveals that, in general, the hydrophobic amino acids are more frequent in
the interior of the monomers than in the interior of the protein-protein interfaces.
On the other hand, a higher proportion of charged and polar residues are buried
at the interfaces, suggesting that hydrogen bonds and ion pairs contribute more to
the stability of protein binding than to protein folding. Moreover, comparison of the
interior of the interfaces to protein surfaces indicates that the interfaces are poorer in
polar/charged than the surfaces and are richer in hydrophobic residues. The interior
of the interfaces appears to constitute a compromise between the stabilization con-
tributed by the hydrophobic effect on the one hand and avoiding patches on the
protein surfaces that are too hydrophobic on the other. Such patches would
be unfavorable for the unassociated monomers in solution in three-state com-
plexes. We concluded that, although the types of interactions are similar between
protein-protein interfaces and single-chain proteins overall, the contribution of the
hydrophobic effect to protein-protein associations is not as strong as to protein
folding.

Above, we considered protein chains and protein-protein complexes. Combined
they form the interactome. This leads us to consider how are the signals which are
generated by the binding of proteins at one binding site propagate to another site.
This information transfer is essential for regulation of the biological processes.

3.6 How are Signals Transmitted Through the Network?

Biological systems are networks. To optimally address functional requirements,
avoiding waste yet with the right components available at the needed quantities
at any given time necessitates orchestration with appropriate switches. Efficiency
mandates regulation, which in turn dictates the response accounting for the state
of the network and the environment. The response is triggered by the presence or
absence of certain interactions with other molecules. Intermolecular interactions are
physical binding events: between proteins and proteins, proteins and DNA, proteins
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and small molecules and drugs; they relate to genetic relationships which govern
how genes combine leading to the observed phenotypes. Physical interactions con-
trol the switches of cellular machines, sensitive to their quantitative yield versus the
dynamically changing needs. Allostery is the vehicle translating and transmitting
the effects of these physical interactions.

Under given environmental conditions, allostery regulates the increase or
decrease in catalytic activities; the transport of proteins and ligands; and it coor-
dinates enzymatic and signaling pathways. The hallmark of allostery has long been
that binding at one site affects the conformation of the other (Daily and Gray 2007;
Gunasekaran et al. 2004; Lindsley and Rutter 2006; Swain and Gierasch 2006;
Wilson et al. 2007). This occurs through an allosteric inducer, which may be another
protein molecule or any other ligand. The inducer interacts with the target pro-
tein, and via successive making and breaking of (non-covalent) bonds, the inducer
eventually leads to a conformational change at the second site. Yet, crucial to the
understanding of allostery is that such events do not create new populations of
conformations with altered binding site shapes. Instead, allosteric regulation takes
place via the re-distribution of the existing protein conformational ensembles. This
implies that native protein structures do not consist of a single conformation species;
rather, currently there is ample evidence that the native state is a certain distribution
of pre-existing ensembles of conformational substates some of which already have
altered binding site shapes. The allosteric re-distribution increases the relative pop-
ulation of these substates (Fetler et al. 2007). The binding of the allosteric inducer
can be viewed as changing the environment or the physical conditions of the target
protein; and this change is transmitted, leading to a shift of the distributions of the
conformational substates. The two binding sites, that of the allosteric ligand and the
one whose shape is altered, may be nearby or far away on the protein surface.

To date, the prevailing view of allostery tends to focus on structure. Yet, since
allostery is fundamentally thermodynamic in nature, communication across the pro-
tein may be mediated not only by changes in the mean conformation but also by
changes in the dynamic fluctuations about the mean conformation. That is, allosteric
communication may involve not solely the enthalpic component, which is the key
factor responsible for the observed alteration in the binding site shape, but also has
an entropic contribution (Hawkins and McLeish 2004; Homans 2005; Popovych
et al. 2006; Wand 2001). Currently, there are now clear data illustrating that allostery
need not involve a conformational change. Allosteric signals initiating at one site
need not culminate in a change in a target site shape. In particular, there are striking
examples where it has been convincingly demonstrated that allostery may involve
solely an entropic component. This appears to close the lid on the central dogma of
allostery, stipulating that the inducer binds at one site and induces a conformational
change in a second site. This dogma had two components: first, that there are two
distinct conformations which do not co-exist; and second, that allostery involves a
change of shape. Actually, the term allostery comes from allos, “other,” and stereos,
“shape, ” i.e. a different shape. The first step toward a new view of allostery derived
from viewing the native state as consisting of an ensemble, and hence allostery as
involving a conformational shift of pre-existing conformations. Yet, the accepted
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outcome was still a visible change in the binding site shape. Now, current evidence
clearly indicates that there may not even be a conformational change. This empha-
sizes the pre-existence of conformational substates and leads to a new definition of
allostery as purely thermodynamic phenomena. A definition in these terms under-
lines the fact that visual inspection of allosteric and non-allosteric states may not
show any differences; and in particular, that the absence of marked shape changes
does not imply that allosteric regulation is not involved. The latter has vast implica-
tions in recognizing new allosteric switches, and drug target. Thus, allostery is much
broader than envisioned by the Monod, Wyman and Changeux “MWC” model. It
is an inherent property of protein conformations, embodied in their existence as
ensembles; and is governed by thermodynamics, enthalpy and, as we now see in
experiment, also – or even solely – in entropy.

3.7 Conclusions

This chapter addresses protein-protein interactions and the protein network starting
from protein chains and their interactions. We describe the analogy between protein
chains and protein-protein complexes, focusing on the similarity between protein
folding and protein binding. The hierarchical protein folding model views protein
folding as hierarchical binding events of units of the protein chain, with the binding
driven by the hydrophobic effect. These units may be building blocks, independently
folding hydrophobic units, and domains. This already implies that the associations
of these units are similar in nature to protein-protein binding. Protein-protein asso-
ciation is the next hierarchical stage in the binding events, dominated by function.
Thus, the interactome is hierarchically built. At the same time, in order to dictate
the transient associations and their dynamically changing state, signals have to be
transmitted through the protein molecule. This signal transfer between two (or more)
binding sites is the allosteric effect. Thus, at the lowest level, allostery is a key in
regulating the functional state and activity of the interactome.
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Chapter 4
Computational Methods to Predict Protein
Interaction Partners

Alfonso Valencia and Florencio Pazos

Abstract In the new paradigm for studying biological phenomena represented by
Systems Biology, cellular components are not considered in isolation but as forming
complex networks of relationships. Protein interaction networks are among the first
objects studied from this new point of view. Deciphering the interactome (the whole
network of interactions for a given proteome) has been shown to be a very complex
task. Computational techniques for detecting protein interactions have become stan-
dard tools for dealing with this problem, helping and complementing their experi-
mental counterparts. Most of these techniques use genomic or sequence features
intuitively related with protein interactions and are based on “first principles” in the
sense that they do not involve training with examples. There are also other compu-
tational techniques that use other sources of information (i.e. structural information
or even experimental data) or are based on training with examples.

4.1 Introduction

The development of methods to extract protein interaction networks is one of the
most exciting developments of this century in Molecular Biology. The combination
of high-throughput experimental approaches and computational analysis has pro-
vided much information regarding the function of cellular systems in model organ-
isms such as E coli, Yeast, C elegans, Drosophila and humans. Such techniques
provide an interesting source of biological information on individual components
and complexes, and are the basis of systems biology reconstruction and simulation
studies.

Even though there are still important limitations in the approaches currently
available to explore large interaction spaces, including time, space, modifications
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and dynamics, establishing ambitious initiatives such as the human interactome
project (Ideker and Valencia 2006) are positive efforts toward advancing our
knowledge and understanding in this area. On the computational side, much
effort is being focused on developing protein interaction prediction methods,
including those that predict interactions based on sequence similarity and on the
corresponding calibration of the possibility of predicting interactions based on
similarity levels. Predictions are also being generated with learning systems that
are trained with the features of known sets of interactions. Here, we will review the
computational methods for predicting protein interactions.

Most of these methods are based on the idea that the process of evolution has
left interaction-related traces on the corresponding sequences, protein families and
genomic organizations. The simplest model assumes that these signals are the result
of the co-evolution of the interacting proteins due to their functional collaboration.
In such cases, there is evidence of symmetry in the gene-trees corresponding to
the sequences of the interacting proteins, and their genes are maintained in related
positions in the corresponding genomes. A number of arguments have been put
forward in favor and against this model, stimulating an interesting discussion on the
evolutionary model for components of interacting networks. This is reflected in the
review we present below of the more interesting developments in the methods to
predict interactions, including current results and their limitations.

4.2 Computational Methods vs. Experimental Techniques

4.2.1 Interplay Between Experimental and Computational Methods

Computational and experimental methods to identify interacting proteins are not
always completely independent and they may complement each other at many dif-
ferent levels. As in any other large scale high-throughput experiment, a compu-
tational processing step is essential to obtain biological information from the raw
results, in a much clearer way than in classical low-throughput experiments. In this
sense computational biology becomes an intrinsic part of global interactome studies
(Bu et al. 2003; Fraser et al. 2002; Han et al. 2004; Jeong et al. 2001; Kelley et al.
2003; Lee et al. 2004; Qin et al. 2003; Wuchty et al. 2003; Yeger-Lotem and Margalit
2003) (and Chapters 1, 7 and 8). Needless to say that the representation, storage and
management of such large amounts of data has also required specific computational
tools and databases to be developed (Gomez et al. 2005) (and Chapter 2).

Computational approaches have been also used to guide these high-throughput
experiments: instead of blindly trying all possible pairs of proteins, a guided selec-
tion of baits is performed based on the information obtained in previous pull-downs,
hence resulting in higher efficiency and lower cost (Lappe and Holm 2004).

Computational techniques are also intrinsic to the approaches based on the com-
bination of heterogeneous evidences of interaction. Experimental results (either
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direct interactions or indirect evidences such as mRNA co-expression) can be
combined with the ones obtained from purely in-silico methods obtaining in this
way highly reliable interactomes (Jansen et al. 2003).

4.2.2 Performance Comparison

In contrast to most bioinformatics tools, the performance achieved by in-silico meth-
ods to predict interaction partners is comparable to some of the high-throughput
experimental approaches (von Mering et al. 2002). This is particularly true for
the first generation high-throughput methods that have high degrees of error when
assessed in terms of individual pairs (Aloy and Russell 2002b; Legrain et al. 2001;
von Mering et al. 2002). Such wide margins are reflected by the errors in the inter-
actomes obtained by these approaches when evaluated against gold-standard sets
of interactions derived from low-throughput experiments. Indeed, this accuracy was
estimated to be as low as ∼10% in the first high-throughput yeast-two-hybrid exper-
iments (von Mering et al. 2002). This large rate of errors is also probably responsible
for the low degree of agreement between similar experiments: i.e. the intersection
between the three sets of interacting pairs detected in three independent Yeast Two
Hybrid experiments was only of 6 pairs of yeast proteins (Uetz and Finley 2005).
Current high-throughput experimental techniques also tend to offer poor coverage
and in many cases the methodology has intrinsic limitations that make it possible to
test only a fraction of all possible pairs of proteins (Uetz and Finley 2005). Further
limitations of the currently used experimental techniques include the tendency to
preferentially detect interactions between highly expressed proteins, or between pro-
teins belonging to some cellular compartments in detriment of others (von Mering
et al. 2002). These limitations obviously do not affect the in-silico methods which
are cheaper and faster than their experimental counterparts.

Obviously, computational methods have their own drawbacks and limitations.
For example most of them have difficulties in distinguishing physical from func-
tional interactions. Thus, needless to say that only through the combination of com-
putational (von Mering et al. 2002), or computational and experimental methods
(Jansen et al. 2003), are the most interesting results produced in terms of the detec-
tion of protein interactions.

4.3 Computational Methods Based on Sequence and Genomic
Information

Most of the in-silico methods for predicting interaction partners are based on simple
sequence and genome features intuitively related with functional relations between
the corresponding proteins (Fig. 4.1). The general rational behind these approaches
is that the functional or structural interactions between proteins have potentially
modeled their sequences, and/or the organization of the corresponding genes, to
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Fig. 4.1 Schemes of the main methods for predicting interacting partners based on sequence and
genome information. These methods can be considered to be based on “first principles” since they
do not use training and/or extrapolate from known examples. The central part shows the genomic
information available for two proteins (light-gray and dark-gray) for which we want to assess a
possible interaction. This information includes the sequences of these proteins and the genome
position of the corresponding genes in a number of organisms. (1) Phylogenetic profiling: the
presence (“1”) or absence (“0”) of the two proteins in the different genomes is coded and proteins
with similar profiles are predicted to interact. A model of gene gain/loss can be included, together
with the phylogeny, to asses the significance of the observed gene profiles. (2) Similarity of phy-
logenetic trees (mirrortree): distance matrices are extracted from the phylogenetic trees of the two
proteins built from their sequences in the organisms where both are present. The “background”
phylogenetic signal due to the underlying speciation events (which tends to increase the similarity
between the trees) may eventually be corrected in different ways, for example by extracting the
corresponding distances from the organisms phylogenetic tree. The similarity between the trees is
indirectly evaluated as the correlation between these distance matrices. (3) Gene neighboring: if
the two proteins are situated nearby in a number of genomes with sufficient phylogenetic distance,
they possibly fall under similar transcriptional control and hence, are functionally or physically
related. (4) “Rosetta stone” method: if the two proteins are fused in one or more organisms we can
say that they are related

better fulfill their potential functions in the corresponding organisms. The following
methods exploit this general idea in one way or another.

4.3.1 Phylogenetic Profiling

The “phylogenetic profile” of a given protein family reflects the presence/absence
of that family in a set of organisms and as such, it represents the species distribution



4 Computational Methods to Predict Protein Interaction Partners 71

of the protein family. Pairs of mutually dependent proteins tend to have similar
phylogenetic profiles and as such, the two proteins tend to be present in the same
subset of organisms and absent from the complementary set (Gaasterland and Ragan
1998; Marcotte et al. 1999b; Pellegrini et al. 1999). The explanation for this fact is
that proteins which need each other to perform a given function will either both be
present or both absent from a genome since one can not work without the other.
The disappearance of both can be explained by “reductive evolution”, whereby the
organism (especially bacteria) would get rid of one of the genes if the required
partner is no longer present.

In their first versions, phylogenetic profiles were coded as binary vectors with “1”
coding for the presence of a given gene and “0” coding for its absence (Fig. 4.1).
The similarity between vectors was related to protein interactions or functional rela-
tionships (Pellegrini et al. 1999). Later, quantitative information was incorporated
by encoding in the positions of the vector the similarity of a protein sequence in a
given organism with respect to the corresponding sequence in a reference organism,
i.e. as BLAST E-values (Altschul et al. 1997) (Date and Marcotte 2003). In this
way, these vectors not only contain information about the presence/absence of the
proteins, but also regarding their relative divergence.

As more genomes accumulated in the databases, it became necessary to eval-
uate the influence of the organisms used when constructing the profiles (number,
phylogenetic distribution, etc.), as well as other parameters that influenced the per-
formance of the method, such as E-value cut-off for defining “presence” (Sun et al.
2005; Zheng et al. 2002). In general, the method works better the more organisms
evenly distributed in phylogenetic terms that are used. Nevertheless, it was also
shown that the relationship between the set of genomes used to build the profiles
and the performance in detecting functional relationships depends on the functional
class of the proteins, being some sets more suitable for some classes than others
(Jothi et al. 2007). Some problems related with the uneven phylogenetic distribution
of species can be resolved by incorporating information on the phylogeny of the
species involved, together with an evolutionary model of gene gain and loss. In this
way, profile similarities not due to functional reasons but rather to the underlying
evolutionary process are naturally excluded (Barker et al. 2007; Zhou et al. 2006).

“Phylogenetic profiling” has been widely accepted and it has been demonstrated
to be a very versatile technique. Not only are similar profiles informative but so
are “anti-correlated” ones (where one proteins is present every time the other is
absent, or vice-versa). These anti-correlated profiles have been related to enzyme
“displacement” in metabolic pathways (Morett et al. 2003). Furthermore, this tech-
nique has recently been widened to study protein triplets, facilitating the search for
more complicated distribution patterns (e.g. “protein C is present only if A is absent
and B is also absent”). This permits the detection of interesting cases representing
biological phenomena beyond binary functional interactions, such as complementa-
tion (Bowers et al. 2004).

However, this powerful methodology has two important drawbacks. The first is
that it can only use sequences from complete genomes (as only in that situation it is
possible to be sure of the absence of a given protein). The second is that it can not be
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applied to the many essential proteins since these tend to be present in all species,
resulting in non-informative profiles (containing “1” in all the positions).

4.3.2 Similarity of Phylogenetic Trees

The fact that interacting or functionally related families of proteins apparently
present phylogenetic trees with similar topologies had been shown qualitatively in
cases such as insulin and its receptors (Fryxell 1996), or dockerins and cohexins
(Pages et al. 1997). Such similarities have subsequently been quantified and the
relationship with protein interactions statistically demonstrated in large sets of inter-
acting proteins and protein domains (Goh et al. 2000; Pazos and Valencia 2001). In
these two studies, the similarity between the trees was indirectly measured as the
correlation between the similarity matrices of the protein families (Fig. 4.1).

The similarity of the trees of interacting protein families can possibly be
explained by the similar evolutionary pressure exerted on interacting and function-
ally related proteins, given that they are involved in the same cellular process, and by
the fact that they are forced to co-adapt to each other. Both these factors would result
in a coordinated evolutionary history or co-evolution, which in turn is reflected in
the similarity of the corresponding trees. It is tempting to consider that this co-
adaptation will be reflected in the presence of complementary mutations between
the corresponding proteins (Section 4.3.5.1). It is important to bear in mind that the
usability of the method, as well as the relationship between tree similarity and the
interaction of the corresponding proteins, is independent of the underlying evolu-
tionary hypothesis. Distinguishing whether the observed co-evolution of interacting
proteins is due to co-adaptation, to other factors (such as similarity of expression
levels (Fraser et al. 2004)) or to a combination of them is not straightforward, with
data favoring one hypothesis or another (Hakes et al. 2007; Mintseris and Weng
2005). Nevertheless, the co-adaptation hypothesis has driven interesting discussions
on the evolution of protein interactions and has been successfully used as a working
hypothesis for driving subsequent improvements of the methods (Pazos et al. 2005).

As in the case of phylogenetic profiling, the number and phylogenetic distri-
bution of the species used to build the trees may affect the performance of this
mirrortree method. The similarity between two trees is affected by many factors
besides the co-adaptation of the two proteins. The main factor is the underlying
speciation process, which results in a “background” similarity between any pair of
trees regardless of the interaction of the corresponding proteins (and both similar
to the species tree, the “tree of life”). This is actually the basis of using proteins
as “molecular markers”, since their trees are expected to be similar to the organism
tree. Recently, it was shown that correcting this background similarity improves the
performance of the mirrortree method (Pazos et al. 2005; Sato et al. 2005). This
correction can be achieved by using the phylogenetic distances between species
taken from the standard “tree-of-life” based on an accepted molecular marker such
as the 16SrRNA (Pazos et al. 2005; Sato et al. 2005), by averaging the values of
the distance matrices or by analyzing the principal components of these matrices
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(Sato et al. 2005). This tol-mirrortree approach also allows non-standard evolution-
ary events to be detected, such as horizontal gene transfer (HGT), concomitant with
the prediction of interactions (Pazos et al. 2005). For this, the 16SrRNA tree is
used not only to correct the protein distances but also to asses whether they fol-
low the standard phylogeny it represents or not. Detecting these cases of HGT is
important for evolution based interaction prediction methods because, due to their
special evolutionary histories, these proteins do not fulfill some of the assumptions
these methods are based on (like vertical inheritance). Indeed, it was shown that
excluding these automatically detected HGT cases from the predictions increases
the predictive performance (Pazos et al. 2005).

It was recently shown that the similarity of distance matrices between interacting
proteins is more evident when it is calculated from the residues forming the actual
interaction surfaces, rather than using the full protein sequence (Mintseris and Weng
2005). Moreover, excluding high entropy (non-conserved) regions from the align-
ments before generating the distance matrices was also recently shown to improve
performance (Kann et al. 2007). Instead of calculating the similarity between the
trees derived from the whole sequences of the proteins, it can be calculated from
trees derived from the individual sequence domains within the proteins. This not
only permits the detection of which protein interacts with which, but also which par-
ticular domains are responsible for this interaction (Jothi et al. 2006) and Chapter 5).

There is another interesting way in which the relationship between tree similarity
and interactions can be used. To calculate the similarity between two trees, a “map-
ing” (correspondence between the leaves of both trees) has to be established in order
to determine which distances to compare (Fig. 4.1). In what has been discussed
so far, all the trees contain orthologues (members of the same family in different
species) and hence, the mapping was implicit. Thus, in this case the mapping is
known and we want to determine whether the two families interact or not. The oppo-
site situation arises when we know that the two families interact but the mapping is
unknown (i.e. which receptor within one family interacts with which ligand in the
other). This is very common for pairs of families of paralogues (members of the
same family in the same organism), for which specific interactions between some
members have been experimentally determined but others have not (i.e. Ras and
Ras effectors). Variations of the mirrrotree method have been developed to tackle
this problem (Izarzugaza et al. 2006; Jothi et al. 2005; Ramani and Marcotte 2003;
Tillier et al. 2006). In these methods, different mappings are explored and the one
producing the highest similarity between the distance matrices is reported. Since the
exhaustive exploration of all possible mappings is not possible, these methods use a
Monte Carlo algorithm to perform a guided non-exhaustive exploration of the space
of the solutions. The search space is also reduced by disallowing mappings incon-
sistent with the structure of the underlying phylogenetic trees (Jothi et al. 2005).

An important drawback of mirrortree and related approaches is that they can only
be applied to pairs of proteins with orthologues in many common species. Only the
leaves of the trees corresponding to species where both proteins are present can be
used (Fig. 4.1).
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4.3.3 Conservation of Gene Neighboring

One of the simplest genomic features related to protein-protein interactions is the
tendency of some related genes to be situated close to one another in the genome
and for this closeness to be conserved across distant species (Fig. 4.1). This tendency
is due to the fact that such physical genomic association may eventually allow the
two genes to be co-transcribed in the same mRNA and hence, they may respond to
common transcriptional control. Such a tendency is especially evident in prokaryotic
organism where it is related to the concept of the “operon”. In eukaryotic organisms,
transcription control using operons is not common and consequently, the tendency
of functionally related genes to be close in the genome is not so evident. The close-
ness is more informative when it is conserved across distant species, since in closer
species the gene neighborhood tends to be similar due simply to the short divergence
time. A prototypic example of gene neighborhood conservation is the Tryptophan
operon, whose members lie closeby in a number of phylogenetically distant bacteria
(Dandekar et al. 1998; Overbeek et al. 1999).

Although it might seem trivial at first to detect these conserved pairs of closely
associated genes, the actual methods involve tuning a number of parameters, like the
chromosomal distance between the two genes or the phylogenetic distance between
the species (Dandekar et al. 1998; Overbeek et al. 1999). The obvious drawback of
this approach is its limitation to the bacterial genomes as a source of information,
where the tendency to put together functionally related genes in operons is clear.
Thus, this methodology can be applied to eukaryotic proteins only if they have
homologues in bacteria.

4.3.4 Gene Fusion

It has been seen that the members of some pairs of functionally related proteins
tend to be “fused” in the same polypeptide in a number of organisms, a so-called
“Rosetta Stone” protein (Fig. 4.1). One example are the two E coli proteins involved
in histidine biosynthesis HIS2 and HIS10, which are fused into a single polypep-
tide (HIS2) in Yeast. Indeed, it has been shown that many metabolic proteins are
involved in domain fusion events (Tsoka and Ouzounis 2000).

These fusion events are strong indicators of protein interactions and functional
relationships, and they have been used to detect such associations in a number of
organisms (Enright et al. 1999; Marcotte et al. 1999a). A hypothesis proposed to
explain the appearance of such fusion events states that the effective concentration
of a complex would be much higher if the two proteins are fused together than if the
two proteins are separated and hence have to rely on random motion to find each
other to form the active complex (Marcotte et al. 1999a).

A clear advantage of this method is its reliability, since the fact that two proteins
fuse is a strong indication of a functional relationship. On the other hand, it has
two main disadvantages: i) Ubiquitous domains such as SH3 can lead an automatic
method to report functionally meaningless fusions; ii) There are not so many fusion
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events, especially in prokaryotic organisms, although the existing ones are very
informative.

4.3.5 Other Methods

Although the methods described in the previous sections are the main ones cur-
rently employed, and they have been followed by many authors, there are a num-
ber of other computational techniques for predicting partners based on sequence
information.

4.3.5.1 Co-evolving Positions

Co-evolving positions in multiple sequence alignments (positions showing a con-
certed mutational behavior) have been used to predict interaction partners (Pazos
and Valencia 2002). The idea is that interacting protein families would present more
co-evolving inter-protein positions than non-interacting ones. A working hypothesis
states that these co-evolving positions reflect compensatory mutations (mutations in
one partner might be compensated by mutations in the other), as found experimen-
tally in some systems (Mateu and Fersht 1999). But it is important to stress that the
use of this method is totally independent of whether or not this hypothesis is true,
and it only depends on demonstrating a relationship between co-evolving positions
and interactions, no matter what causes such co-evolution. It is also important to
stress that co-evolution and co-adaptation between two proteins at the residue level
does not necessarily have to occur at the interaction interface (Halperin et al. 2006).
Compensation might occur between relatively distant positions via allosteric effects.
We say “relatively” because it has been demonstrated that these inter-protein cor-
relation signals, even when not exactly at the interface, tend to be closer than the
average since they are useful for selecting the right orientation of the two chains in
many cases (Pazos et al. 1997).

4.3.5.2 Training-Based Methods

The methods described so far do not involve training. They do not “learn” from
examples of known interacting (and non-interacting) pairs, but work only on the
basis of “first principles”. There are many methods that do involve training with
known examples (Ben-Hur and Noble 2005; Bornberg-Bauer et al. 2005; Chen and
Liu 2005; Shen et al. 2007; Sprinzak and Margalit. 2006; Sprinzak and Margalit
2001; Yamanishi et al. 2004).

In general, the input to these methods is a set of characteristics (descriptors or
attributes) of the proteins or protein pairs, in some cases including experimental
data. A machine learning classifier (SVM, neural network, decision tree, etc.) is
then fed with these descriptors for examples of interacting and non-interacting pairs,
and it “learns” to distinguish these two classes. For example Sprinzak & Margalit
used pairs of sequence signatures extracted from known interactions to predict new
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ones (Sprinzak and Margalit 2001). The domain composition of the proteins is used
in various of these training methods, based on the idea that some combinations of
domains are more prone to interact than others (Bornberg-Bauer et al. 2005; Chen
and Lin 2005; Sprinzak et al. 2006). Indeed, it was shown that these domain signa-
tures are the descriptors that best contribute to the discrimination between interact-
ing and non-interacting pairs (Sprinzak et al. 2006).

In any classification method, the homogeneity of the classes in terms of the
descriptors is crucial for the method to work. In the case of protein interactions, it
was shown that the attributes for interacting pairs in stable complexes are different
from those for transient interactions and hence it is worth separating these classes
for prediction purposes (Sprinzak et al. 2006).

4.3.5.3 Structure-Based Methods

Another class of methods for predicting interaction partners could be defined based
on the fact that they use structural information. Given the 3D structure of a com-
plex AB, these methods are able to predict whether homologous proteins of A and
B will interact or not. For example, Aloy et al. derived statistical potentials from
known interactions and then used them to score the possible interactions between the
homologues of the members of a given complex (Aloy and Russell 2002a; Aloy and
Russell 2003). Similarly, the FOLD-X software has been used to asses the energetic
feasibility of different complexes between members of the Ras family and different
families of Ras effectors (Kiel et al. 2007).

4.4 Other Computational Methods Not Based on Sequence
or Structural Information

There are other computational methods used to predict interacting partners that do
not rely on sequence or genomic features but that rather use other data (frequently
experimental data). Although the primary source of information for these methods
is experimental, we include them here because the interactions derived from them
are a secondary result obtained using computational techniques, since the original
experiment was not designed to primarily detect interactions. Some experimental
techniques specifically designed to detect interactions have been highlighted in
Chapter 1.

Gene co-expression has long been used as an indicator of interactions and of
functional relationships (Bhardwaj and Lu 2005; Jansen et al. 2002). The fact that
the expression profiles of two proteins (in different conditions or time points) are
related is a clear indication of co-regulation. The relationship between co-expression
and interaction is evident for permanent complexes, such as the ribosome (Jansen
et al. 2002). It has also been shown that the expression levels of interacting pro-
teins co-evolve when compared in different organisms (Fraser et al. 2004), and that
this co-evolved expression is more evident within functional modules (Chen and
Dokholyan 2006).
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Genetic interactions, such as synthetic lethality, are also indicative of physical
interactions and functional relationships (Qi et al. 2005; Ye et al. 2005). Array-based
adaptation of the original techniques to detect these interactions has made it possible
to apply them in a high-throughput way, scanning for genetic interactions in whole
genomes (Tong et al. 2001; Tong et al. 2004).

4.5 Discussion and Future Trends

With the development of new experimental and computational technologies, biolog-
ical networks, and in particular protein-protein interaction networks, are among the
most relevant areas of research in which progress has been made this century. On the
one hand, the information provided by these approaches is extremely interesting for
experimental biology where it provides clues about new interactions, pathways and
protein complexes. At the same time, and on the basis of the analysis of biological
systems, protein networks are the prototypical subject of study of “Systems Biol-
ogy”. Bioinformatics and Computational Biology underlie all the steps in the study
of protein interaction networks, from the design of the experiment to the generation
and analysis of the data.

The methods for predicting interaction partners from sequence and genome infor-
mation have become very popular, particularly those related with co-evolution.
These methods are in one way or another based on the fact that interacting or
functionally related proteins co-evolve, and that this co-evolution is reflected in the
sequence or genomic features of the proteins. I.e. a long process of co-evolution
at the residue level (coevolving positions) would be reflected in global similarities
of the evolutionary histories (similarity of phylogenetic trees – mirrortree). In the
limit, such co-evolutionay process would lead not only to the co-adaptation of the
sequence features but the existences of the proteins themselves as well, removing
one partner when the other is not present (phylogenetic profiles). Moreover, the
presence of two related proteins in the same operon (gene neighboring) or their
fusion in a single polypeptide (gene fusion) are also indications of their concerted
(non-independent) evolution. It is important to bear in mind that co-evolution is
not the same as co-adaptation: co-evolution is an observation while co-adaptation is
a hypothesis that might explains that observation. The evolutionary basis of these
methods represents a general limitation since these methods cannot be applied to
heterologous interactions (e.g. antigen-antibody).

One important limitation of these computational methods is that they generally
predict both, physical and functional interactions, since these generally leave similar
landmarks at the sequence and genomic level. An exception are the methods based
on training, since this training can be restricted to one type of interaction or another.
Another problem is that many of these methods predict interactions between fami-
lies of proteins rather than individual proteins, since they use evolutionary informa-
tion from complete families, such as multiple sequence alignments and phylogenetic
profiles.
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The computational methods used for predicting interaction partners have been
shown to nicely complement their experimental counterparts, for example by
increasing the reliability of the resulting interactions. Moreover, these computa-
tional methods are mature enough to be used by the community. There are repos-
itories like STRING (http://string.embl.de (von Mering et al. 2003)), where the
user can look for interacting partners for proteins based on different genomic fea-
tures, and to obtain some clues on possible cellular roles. This strategy was termed
“context-based function prediction”, and it is orthogonal and complementary to the
traditional sequence-based function prediction.

Maybe in the future we will see a more deep interplay between computational and
experimental techniques. Right now, these methodologies remain independent and
their results are combined a posteriori. But one can think in methods for deciphering
interaction partners which combine both methodologies from the very beginning.

The cellular role of the proteins can only be explained in the context of their
interactions with others. This is why computational methods for deciphering these
interactions are helping in interpreting the huge amounts of genomic data in func-
tional terms.

Acknowledgments We would like to acknowledge the contribution of the members of the Struc-
tural and Computational Biology group (CNIO) and the Computational Systems Biology group
(CNB-CSIC), especially David de Juan, for interesting discussions. This work was in part funded
by the BIO2006-15318 and PIE 200620I240 projects from the Spanish Ministry for Education and
Science, and by the LSHG-CT-2003-503265 and LSHG-CT-2004-503567 EU projects.

References

Aloy, P. and Russell, R. B. (2002a) Interrogating protein interaction networks through structural
biology. Proc Natl Acad Sci USA, 99, 5896–5901.

Aloy, P. and Russell, R. B. (2002b) Potential artefacts in protein-interaction networks. FEBS Lett,
530, 253–254.

Aloy, P. and Russell, R. B. (2003) InterPreTS: protein Interaction Prediction through Tertiary Struc-
ture. Bioinformatics, 19, 161–162.

Altschul, S. F., Madden, T. L., Schaffer, A. A., Zhang, J., Zhang, Z., Miller, W. and Lipman, D. J.
(1997) Gapped BLAST and PSI-BLAST: a new generation of protein database search pro-
grams. Nucl Acids Res, 25, 3389–3402.

Barker, D., Meade, A. and Pagel, M. (2007) Constrained models of evolution lead to improved
prediction of functional linkage from correlated gain and loss of genes. Bioinformatics, 23,
14–20.

Ben-Hur, A. and Noble, W. S. (2005) Kernel methods for predicting protein-protein interactions.
Bioinformatics, 21, i38–46.

Bhardwaj, N. and Lu, H. (2005) Correlation between gene expression profiles and protein-protein
interactions within and across genomes. Bioinformatics, 21, 2730–2738.

Bornberg-Bauer, E., Beaussart, F., Kummerfeld, S. K., Teichmann, S. A. and Weiner, J., 3rd. (2005)
The evolution of domain arrangements in proteins and interaction networks. Cell Mol Life Sci,
62, 435–445.

Bowers, P. M., Cokus, S. J., Eisenberg, D. and Yeates, T. O. (2004) Use of logic relationships to
decipher protein network organization. Science, 306, 2246–2249.



4 Computational Methods to Predict Protein Interaction Partners 79

Bu, D., Zhao, Y., Cai, L., Xue, H., Zhu, X., Lu, H., Zhang, J., Sun, S., Ling, L., Zhang, N., Li, G.
and Chen, R. (2003) Topological structure analysis of the protein-protein interaction network
in budding yeast. Nucleic Acids Res, 31, 2443–2450.

Chen, X. W. and Liu, M. (2005) Prediction of protein-protein interactions using random decision
forest framework. Bioinformatics, 21, 4394–4400.

Chen, Y. and Dokholyan, N. V. (2006) The coordinated evolution of yeast proteins is constrained
by functional modularity. Trends Genet, 22, 416–419.

Dandekar, T., Snel, B., Huynen, M. and Bork, P. (1998) Conservation of gene order: a fingerprint
of proteins that physically interact. Trends Biochem Sci, 23, 324–328.

Date, S. V. and Marcotte, E. M. (2003) Discovery of uncharacterized cellular systems by genome-
wide analysis of functional linkages. Nat Biotechnol, 21, 1055–1062.

Enright, A. J., Iliopoulos, I., Kyrpides, N. C. and Ouzounis, C. A. (1999) Protein interaction maps
for complete genomes based on gene fusion events. Nature, 402, 86–90.

Fraser, H. B., Hirsh, A. E., Steinmetz, L. M., Scharfe, C. and Feldman, M. W. (2002) Evolutionary
rate in the protein interaction network. Science, 296, 750–752.

Fraser, H. B., Hirsh, A. E., Wall, D. P. and Eisen, M. B. (2004) Coevolution of gene expression
among interacting proteins. Proc Natl Acad Sci U S A, 101, 9033–9038.

Fryxell, K. J. (1996) The coevolution of gene family trees. Trends Genet, 12, 364–369.
Gaasterland, T. and Ragan, M. A. (1998) Microbial genescapes: phyletic and functional patterns

of ORF distribution among prokaryotes. Microb Comp Genomics, 3, 199–217.
Goh, C.-S., Bogan, A. A., Joachimiak, M., Walther, D. and Cohen, F. E. (2000) Co-evolution of

Proteins with their Interaction Partners. J Mol Biol, 299, 283–293.
Gomez, M., Alonso-Allende, R., Pazos, F., Graña, O., Juan, D. and Valencia, A. (2005) Accessible

Protein Interaction Data for Network Modeling. Structure of the Information and Available
Repositories. In Priami, C. (ed.), Transactions on Computational Systems Biology I: Subseries
of Lecture Notes in Computer Science. Springer-Verlag GmbH, Heidelberg, Vol. 3380/2005,
pp. 1–13.

Hakes, L., Lovell, S., Oliver, S. G. and Robertson, D. L. (2007) Specificity in protein interactions
and its relationship with sequence diversity and coevolution. Proc Natl Acad Sci U S A, 104,
7999–8004.

Halperin, I., Wolfson, H. and Nussinov, R. (2006) Correlated mutations: advances and limitations.
A study on fusion proteins and on the Cohesin-Dockerin families. Proteins, 63, 832–845.

Han, J. D., Bertin, N., Hao, T., Goldberg, D. S., Berriz, G. F., Zhang, L. V., Dupuy, D.,
Walhout, A. J., Cusick, M. E., Roth, F. P. and Vidal, M. (2004) Evidence for dynamically
organized modularity in the yeast protein-protein interaction network. Nature, 430, 88–93.
Epub 2004 Jun 2009.

Ideker, T. and Valencia, A. (2006) Bioinformatics in the human interactome project. Bioinformat-
ics, 22, 2973–2974.

Izarzugaza, J. M., Juan, D., Pons, C., Ranea, J. A., Valencia, A. and Pazos, F. (2006) TSEMA:
interactive prediction of protein pairings between interacting families. Nucleic Acids Res, 34,
W315–319.

Jansen, R., Greenbaum, D. and Gerstein, M. (2002) Relating whole-genome expression data with
protein-protein interactions. Genome Res, 12, 37–46.

Jansen, R., Yu, H., Greenbaum, D., Kluger, Y., Krogan, N. J., Chung, S., Emili, A., Snyder, M.,
Greenblatt, J. F. and Gerstein, M. (2003) A Bayesian networks approach for predicting protein-
protein interactions from genomic data. Science, 302, 449–453.

Jeong, H., Mason, S. P., Barabási, A. L. and Oltvai, Z. N. (2001) Lethality and centrality in protein
networks. Nature, 411, 41–42.

Jothi, R., Cherukuri, P. F., Tasneem, A. and Przytycka, T. M. (2006) Co-evolutionary analysis of
domains in interacting proteins reveals insights into domain-domain interactions mediating
protein-protein interactions. J Mol Biol, 362, 861–875.

Jothi, R., Kann, M. G. and Przytycka, T. M. (2005) Predicting protein-protein interaction by search-
ing evolutionary tree automorphism space. Bioinformatics, 21, i241–i250.



80 A. Valencia, F. Pazos

Jothi, R., Przytycka, T. M. and Aravind, L. (2007) Discovering functional linkages and uncharacter-
ized cellular pathways using phylogenetic profile comparisons: a comprehensive assessment.
BMC Bioinformatics, 8, 173.

Kann, M. G., Jothi, R., Cherukuri, P. F. and Przytycka, T. M. (2007) Predicting protein domain
interactions from coevolution of conserved regions. Proteins, 67, 811–820.

Kelley, B. P., Sharan, R., Karp, R. M., Sittler, T., Root, D. E., Stockwell, B. R. and Ideker, T.
(2003) Conserved pathways within bacteria and yeast as revealed by global protein network
alignment. Proc Natl Acad Sci U S A, 100, 11394–11399.

Kiel, C., Foglierini, M., Kuemmerer, N., Beltrao, P. and Serrano, L. (2007) A Genome-wide Ras-
Effector Interaction Network. J Mol Biol, 370, 1020–1032.

Lappe, M. and Holm, L. (2004) Unraveling protein interaction networks with near-optimal effi-
ciency. Nat Biotechnol, 22, 98–103.

Lee, I., Date, S. V., Adai, A. T. and Marcotte, E. M. (2004) A probabilistic functional network of
yeast genes. Science, 306, 1555–1558.

Legrain, P., Wojcik, J. and Gauthier, J. M. (2001) Protein-protein interaction maps: a lead towards
cellular functions. Trends Genet, 17, 346–352.

Marcotte, E. M., Pellegrini, M., Ho-Leung, N., Rice, D. W., Yeates, T. O. and Eisenberg, D. (1999a)
Detecting protein function and protein-protein interactions from genome sequences. Science,
285, 751–753.

Marcotte, E. M., Pellegrini, M., Thompson, M. J., Yeates, T. O. and Eisenberg, D. (1999b)
A combined algorithm for genome-wide prediction of protein function. Nature, 402,
83–86.

Mateu, M. G. and Fersht, A. R. (1999) Mutually compensatory mutations during evolution of the
tetramerization domain of tumor suppressor p53 lead to impaired hetero-oligomerization. Proc
Natl Acad Sci U S A, 96, 3595–3599.

Mintseris, J. and Weng, Z. (2005) Structure, function, and evolution of transient and obligate
protein-protein interactions. Proc Natl Acad Sci U S A, 102, 10930–10935.

Morett, E., Korbel, J. O., Rajan, E., Saab-Rincon, G., Olvera, L., Olvera, M., Schmidt, S., Snel, B.
and Bork, P. (2003) Systematic discovery of analogous enzymes in thiamin biosynthesis. Nat
Biotechnol, 21, 790–795.

Overbeek, R., Fonstein, M., D’Souza, M., Pusch, G. D. and Maltsev, N. (1999) Use of contiguity
on the chromosome to predict functional coupling. In Silico Biol, 1, 93–108.

Pages, S., Belaich, A., Belaich, J. P., Morag, E., Lamed, R., Shoham, Y. and Bayer, E. A. (1997)
Species-specificity of the cohesin-dockerin interaction between Clostridium thermocellum and
Clostridium cellulolyticum: prediction of specificity determinants of the dockerin domain.
Proteins, 29, 517–527.

Pazos, F., Helmer-Citterich, M., Ausiello, G. and Valencia, A. (1997) Correlated mutations contain
information about protein-protein interaction. J Mol Biol, 271, 511–523.

Pazos, F., Ranea, J. A. G., Juan, D. and Sternberg, M. J. E. (2005) Assessing protein co-evolution
in the context of the tree of life assists in the prediction of the interactome. J Mol Biol, 352,
1002–1015.

Pazos, F. and Valencia, A. (2001) Similarity of phylogenetic trees as indicator of protein-protein
interaction. Protein Eng, 14, 609–614.

Pazos, F. and Valencia, A. (2002) In silico two-hybrid system for the selection of physically inter-
acting protein pairs. Proteins, 47, 219–227.

Pellegrini, M., Marcotte, E. M., Thompson, M. J., Eisenberg, D. and Yeates, T. O. (1999) Assigning
protein functions by comparative genome analysis: Protein pylogenetic profiles. Proc Natl
Acad Sci USA, 96, 4285–4288.

Qi, Y., Ye, P. and Bader, J. S. (2005) Genetic Interaction Motif Finding by expectation
maximization–a novel statistical model for inferring gene modules from synthetic lethality.
BMC Bioinformatics, 6, 288.

Qin, H., Lu, H. H., Wu, W. B. and Li, W. H. (2003) Evolution of the yeast protein interaction
network. Proc Natl Acad Sci U S A, 100, 12820–12824.



4 Computational Methods to Predict Protein Interaction Partners 81

Ramani, A. K. and Marcotte, E. M. (2003) Exploiting the co-evolution of interacting proteins to
discover interaction specificity. J Mol Biol, 327, 273–284.

Sato, T., Yamanishi, Y., Kanehisa, M. and Toh, H. (2005) The inference of protein-protein interac-
tions by co-evolutionary analysis is improved by excluding the information about the phylo-
genetic relationships. Bioinformatics, 21, 3482–3489.

Shen, J., Zhang, J., Luo, X., Zhu, W., Yu, K., Chen, K., Li, Y. and Jiang, H. (2007) Predicting
protein-protein interactions based only on sequences information. Proc Natl Acad Sci U S A,
104, 4337–4341.

Sprinzak, E., Altuvia, Y. and Margalit, H. (2006) Characterization and prediction of protein-protein
interactions within and between complexes. Proc Natl Acad Sci U S A, 103, 14718–14723.

Sprinzak, E. and Margalit, H. (2001) Correlated sequence-signatures as markers of protein-protein
interactions. J Mol Biol, 311, 681–692.

Sun, J., Xu, J., Liu, Z., Liu, Q., Zhao, A., Shi, T. and Li, Y. (2005) Refined phylogenetic profiles
method for predicting protein-protein interactions. Bioinformatics, 21, 3409–3415.

Tillier, E. R., Biro, L., Li, G. and Tillo, D. (2006) Codep: maximizing co-evolutionary interdepen-
dencies to discover interacting proteins. Proteins, 63, 822–831.

Tong, A. H., Evangelista, M., Parsons, A. B., Xu, H., Bader, G. D., Page, N., Robinson, M.,
Raghibizadeh, S., Hogue, C. W., Bussey, H., Andrews, B., Tyers, M. and Boone, C. (2001)
Systematic genetic analysis with ordered arrays of yeast deletion mutants. Science, 294,
2364–2368.

Tong, A. H., Lesage, G., Bader, G. D., Ding, H., Xu, H., Xin, X., Young, J., Berriz, G. F.,
Brost, R. L., Chang, M., Chen, Y., Cheng, X., Chua, G., Friesen, H., Goldberg, D. S.,
Haynes, J., Humphries, C., He, G., Hussein, S., Ke, L., Krogan, N., Li, Z., Levinson, J. N.,
Lu, H., Menard, P., Munyana, C., Parsons, A. B., Ryan, O., Tonikian, R., Roberts, T.,
Sdicu, A. M., Shapiro, J., Sheikh, B., Suter, B., Wong, S. L., Zhang, L. V., Zhu, H.,
Burd, C. G., Munro, S., Sander, C., Rine, J., Greenblatt, J., Peter, M., Bretscher, A., Bell, G.,
Roth, F. P., Brown, G. W., Andrews, B., Bussey, H. and Boone, C. (2004) Global mapping of
the yeast genetic interaction network. Science, 303, 808–813.

Tsoka, S. and Ouzounis, C. A. (2000) Prediction of protein interactions: metabolic enzymes are
frequently involved in gene fusion. Nature Genet, 26, 141–142.

Uetz, P. and Finley, R. L., Jr. (2005) From protein networks to biological systems. FEBS Lett, 579,
1821–1827.

von Mering, C., Huynen, M., Jaeggi, D., Schmidt, S., Bork, P. and Snel, B. (2003) STRING:
a database of predicted functional associations between proteins. Nucleic Acids Res, 31,
258–261.

von Mering, C., Krause, R., Snel, B., Cornell, M., Oliver, S. G., Fields, S. and Bork, P. (2002)
Comparative assessment of large scale data sets of protein-protein interactions. Nature, 417,
399–403.

Wuchty, S., Oltvai, Z. N. and Barabasi, A. L. (2003) Evolutionary conservation of motif con-
stituents in the yeast protein interaction network. Nat Genet, 35, 176–179.

Yamanishi, Y., Vert, J. P. and Kanehisa, M. (2004) Protein network inference from multiple
genomic data: a supervised approach. Bioinformatics, 20, I363–I370.

Ye, P., Peyser, B. D., Pan, X., Boeke, J. D., Spencer, F. A. and Bader, J. S. (2005) Gene function
prediction from congruent synthetic lethal interactions in yeast. Mol Syst Biol, 1, 2005.0026.

Yeger-Lotem, E. and Margalit, H. (2003) Detection of regulatory circuits by integrating the cellular
networks of protein-protein interactions and transcription regulation. Nucleic Acids Res, 31,
6053–6061.

Zheng, Y., Roberts, R. J. and Kasif, S. (2002) Genomic functional annotation using co-evolution
profiles of gene clusters. Genome Biology, 3, research0060.0061-0060.0069.

Zhou, Y., Wang, R., Li, L., Xia, X. and Sun, Z. (2006) Inferring functional linkages between pro-
teins from evolutionary scenarios. J Mol Biol, 359, 1150–1159.



Chapter 5
Protein Interaction Network Based Prediction
of Domain-Domain and Domain-Peptide
Interactions

Katia S. Guimarães and Teresa M. Przytycka

Abstract Protein-protein interaction networks provide important clues about cell
function. However, the picture offered by protein interaction alone is incomplete,
because techniques for determining interactions at genome scale lack details as to
how they are mediated. Stable protein interactions are thought to be largely mediated
by interactions between protein domains while transient interactions occur often
between small globular domains and short protein peptides, the so called linear
motifs. Recently a number of computational methods to predict interactions between
two domains and between a domain and a (possibly modified) peptide have been
proposed. In this chapter we review representative computational methods focusing
on those that use high throughput protein interaction networks to uncover domain-
domain and domain-peptide interactions.

5.1 Introduction

Information that can be extracted from protein–protein interaction networks has a
growing impact on molecular biology. It facilitates, for example, prediction of pro-
tein function (see Chapter 8) and provides insights into the organization and the
evolution of protein interaction networks (Chapters 7 and 9). However protein inter-
action data lacks details on how these interactions are mediated. Full understanding
of interaction details would provide a powerful weapon for studying diseases and for
designing drug targets. The knowledge of domain interactions and protein domain
composition can also be used for prediction of protein-protein interaction (Lander
et al. 2001; Sprinzak and Margalit 2001; Wojcik and Schachter 2001; Deng et al.
2002; Shmulevich et al. 2002; Nguyen and Ho 2006; Singhal and Resat 2007).

There are several levels of detail for describing how protein interactions are medi-
ated: from delineating interacting domains to atomic level description of binding
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sites (Chapters 3 and 6). On the highest level, protein interactions are thought to
be largely mediated by interactions between domains or between a domain and
a peptide (Pawson and Nash 2003). Isolated interacting domains can usually fold
independently and are readily incorporated into larger multi-domain proteins.

Domain interactions are quite versatile. Some domain-domain interactions are
general (also called promiscuous (Riley et al. 2005)) meaning that if one protein
contains one of the domains and another protein contains the other domain then
the two proteins are highly likely to interact. However, many domain interactions,
especially the ones involved in cell regulatory systems are highly specific where
in a specific interaction, domains can interact or not, depending on a broader con-
text, like cycle-dependent expression, localization in the cell, specific amino-acid
sequence features, etc. For example, the interaction between Cyclin C and Pkinase
is specific, since the corresponding domains are present in a large number of non-
interacting protein pairs (Riley et al. 2005). Some domains interact only with other
domains, others interact with peptides, but some domains (e.g. PDZ) can interact
with a domain or a peptide (Pawson and Nash 2003).

Because of importance of the information on binding details for understanding
protein interactions, prediction of interacting domains pairs and domain-peptide
interactions receive a significant amount of attention in computational biology
research. In this chapter, we discuss representative paradigms which are based on
high-throughput protein interaction networks.

5.2 Predicting Domain Interactions from Protein
Interaction Networks

Most proteins contain two or more domains (Apic et al. 2001) and a protein interac-
tion typically involves binding between two or more specific domains. Interacting
domain pairs are often reused within the interactome of an organism and many of
them are evolutionarily conserved from prokaryotes to eukaryotes. The relevance
of this observation is even more significant in view of recent reports suggesting
that domain interactions among several organisms may be more conserved than the
protein interactions themselves (Itzhaki et al. 2006).

In this section, we discuss methods that directly use the interaction network to
predict domain-domain interaction. As representative methods, we selected Asso-
ciation, Maximum Likelihood Estimation, Domain Pair Exclusion Analysis, Parsi-
monious Explanation, and an integrative method. Other approaches that also deci-
pher interacting domains from protein interaction networks include support vector
machines (Bock and Gough 2001) (supervised learning methods are reviewed in
Chapter 2), probabilistic network modeling (Gomez and Rzhetsky 2002), and low-
est p-value method (Nye et al. 2005). Obviously, protein interaction network is by
no means the only source of information that can be used to predict interacting
domains. For example, the gene fusion method (Marcotte et al. 1999), discussed in
Chapter 4, can be applied to detect domain interactions (Ng et al. 2003b). Similarly,
Pagel and colleagues constructed a domain interaction map based on phylogenetic
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profiling (Pagel et al. 2004). More recently, Jothi and colleagues proposed mirror
tree based approach (see Chapter 4) to identify interacting domain pairs (Jothi et al.
2006; Kann et al. 2007).

For methods that are based on protein-protein interaction network, some domain-
domain interactions are more difficult to discover than others. An obvious limitation
is the number of experiments which report interactions between proteins mediated
by a given domain pair. Additional difficulty arises when a domain pair occurs
predominantly in the context of interacting proteins that have multiple potential
domain contacts, that is, domain pairs that can potentially mediate a given inter-
action. In contrast, an interacting domain pair may have one or more witnesses,
that is, interacting single-domain protein pairs in which one protein contains one
interacting domain while the second protein contains the other domain. In other
words, a witness to a domain interaction is an interacting protein pair which, under
the assumption that protein interaction is mediated by domain interaction, can only
be explained by interaction between the given domains. Obviously, if an interacting
domain pair has enough witnesses to compensate for unreliability of high through-
put protein interaction data, discovering such pair is trivial. To separate the trivial
predictions from more difficult ones, Riley and colleagues (Riley et al. 2005) asso-
ciate with each domain a measure called modularity, which is equal to the average
number of domains in proteins containing the given domain. A non-trivial predic-
tion of interacting domain pairs would then involve at least one domain, out of the
pair, with modularity above some threshold (in their study 2.0). High modularity,
however, does not exclude the possibility that a given domain pair has witnesses,
and even an isolated occurrence of a domain in a protein with a large number of
domains increases the modularity of the domain significantly, without necessarily
making the prediction process more difficult. Therefore, Guimarães and colleagues
(Guimarães et al. 2006) adopt a more stringent partition into easy and difficult pre-
dictions. A domain-domain interaction is considered to be difficult to predict (from
the underlying protein-protein interaction network) if it does not have witnesses and
otherwise it is considered easy.

5.2.1 Association Method

Association methods detect over-represented domain pairs in interacting protein
pairs. In particular, the method proposed by Sprinzak and Margalit scores each
domain pair by the log ratio of the frequency of occurrences in interacting proteins to
the frequency of independent occurrences of those domains (Sprinzak and Margalit
2001). That is, if Pi is the observed frequency of domain i in the interaction network
and Pij is the observed frequency of domain pair (i, j) as a potential domain contact
in interacting protein pairs, then

Association Score(i, j) = log
Pi j

Pi Pj
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A similar but more sophisticated score has been used by Ng and colleagues (Ng
et al. 2003b) in the construction of the domain interaction database InterDom. In
their scoring formula they take into account that interactions between proteins with a
smaller number of potential domain contacts provide a stronger evidence for domain
interactions than interaction between multi-domain proteins, so the interactions are
weighted accordingly. The score is computed as:

I nter Dom subScore(i, j) =

N∑
k=1

#exk · 1
nk

· ni j
k

N∑
k=1

#exk · 1
nk

· (2 · Pi · Pj )

,

where N is the number of edges in the protein-protein interaction network, #exk is
the number of distinct experiments in the network detecting protein interaction k,
nk is the number of potential domain contacts in protein interaction k, nk

ij is the
number of potential domain contacts between pair (i, j) in protein interaction k, and
Pi is, as before, the observed frequency of domain i in the proteins of the network.
A similarly defined score is computed from protein complexes. The full score for an
interaction between domains includes, in addition to the two aforementioned terms,
an additive term set to 2.0 if a domain pairs is related by fusion event (see Chapter 4),
and 0.0 otherwise.

5.2.2 Maximum Likelihood Estimation (MLE)

The main idea of the Maximum Likelihood Estimation (MLE) approach (Deng
et al. 2002) is to estimate, for each domain pair, the probability of interaction
between domains so that the likelihood of the interaction network is maximized.
An important feature of this method is that it allows that the false positives and false
negatives of the high-throughput data that constitutes the protein interaction net-
work be explicitly modelled. Here, protein-protein interactions and domain-domain
interactions are treated as random variables denoted by PAB and Dij, respectively.
PAB = 1 if proteins A and B interact, and PAB = 0 otherwise. In a similar manner,
Dij = 1 if domains i and j interact, and Dij = 0 otherwise.

Under the assumption that two proteins A and B interact if and only if at least
one of their potential domain contacts (i, j) interacts, the probability of interaction
between two proteins A and B is obtained as:

Pr(PAB = 1) = 1.0 −
∏

Di j ∈PAB

(1 − λi j ), (5.1)

where �ij = Pr(Dij = 1) denotes the probability that domain i interacts with domain j
and Di j ∈ PAB is the set of potential domain contacts in the protein pair (A, B).

Let the random variable OAB describe the experimental observation of an interac-
tion between proteins A and B; OAB = 1 if an interaction between proteins A and B is
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observed and OAB = 0 otherwise. Denoting false positive and negative rates respec-
tively by fp and fn we have

Pr(OAB = 1) = Pr(PAB = 1)(1 − f n) + (1 − Pr(PAB = 1)) f p. (5.2)

The goal of the MLE method is to estimate parameters �ij to maximize the like-
lihood function L given by

L =
∏

(A,B)|OAB=1

Pr(OAB = 1)
∏

(A,B)|OAB=0

(1 − Pr(OAB = 1)). (5.3)

Hence, denoting by � the vector composed of all �ij, the likelihood L is a function
of �, fp, and fn. Deng and colleagues estimated fp and fn to be fp = 2.5E-4 and fn =
0.80. The values �ij are computed using expectation maximization (EM) that maxi-
mizes L. In each iteration, t, values of �ij

t−1 are used to compute Pr(OAB = 1|λt−1)
using equations (5.1) and (5.2), and update the parameters using the following
Expectation and Maximization steps:

Expectation Step: E(D AB
i j ) = λt−1

i j (1 − f n)OAB f n(1−OAB )

Pr(OAB |λt−1, fn, f p)

Maximization Step : λt
i j = 1

Ni j

∑

A,B

E(D AB
i j ),

where E(D AB
i j ) is the expectation that domain pair (i, j) negotiates the interaction

between proteins A and B, and Nij is the number of protein pairs in the network that
have (i, j) as a potential domain pair.

5.2.3 Domain Pair Exclusion Analysis (DPEA)

One limitation of the MLE method is its difficulty in detecting specific domain
interactions. Indeed, if the interaction between domains i and j is highly specific
then �ij is likely to be small. It has also difficulty in recovering interacting domains
which have high modularity. To overcome these weaknesses, Riley and colleagues
proposed an alternative domain interaction prediction method, Domain Pairs Exclu-
sion Analysis (DPEA) (Riley et al. 2005). The underlying idea behind this method
is the assumption that the maximum likelihood score of a network is, in some sense,
a measure of how well the probabilities assigned to putative domain interactions
explain the network. Thus, if domain pair (i, j) indeed mediates some protein-protein
interactions, then excluding such domain pair as a possible mediator (by fixing the
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parameter corresponding to �ij in the MLE method to zero) should decrease the
likelihood of interactions between these proteins. This change is measured by value
Eij defined as:

Ei j =
∑

protein pairs (A,B) such that
(i, j) is a potential domain contact

log
Pr(OAB = 1)

Pr(OAB = 1|λi j = 0)
(5.4)

where �ij is the probability of interaction between domains i and j estimated in a
way similar to the one used in the MLE method but without including the reliability
of the protein interaction network as a component of the likelihood score. Thus,
the numerator is the probability that proteins A and B interact, given that domains
i and j might interact. The denominator is the probability that proteins A and B
interact, given that domains i and j do not interact (also estimated by the expectation
maximization procedure where �ij is set to zero).

The 3,005 domain pairs with Eij at least 3.0 were considered predicted to interact
with high-confidence. The DPEA method was able to recover significantly more
modular interactions (Riley et al. 2005) confirmed by iPFAM than the MLE method.

5.2.4 Parsimonious Explanation (PE)

The idea of recovering interacting domains by examining how well the potential
domain contacts explain the protein interaction network has been developed fur-
ther by Guimarães and colleagues (Guimarães et al. 2006). Based on the hypoth-
esis that protein interactions evolved in a most parsimonious way, they proposed
the Parsimonious Explanation (PE) method which finds a smallest weighted set of
domain interactions that can explain the protein interaction network. This model is
formalized as an optimization problem and solved with a Linear Programming pro-
cedure. The variables of the linear program represent the potential domain contacts
derived from the protein interaction network, and the constraints are given by each
protein-protein interaction (edge) in the given network as described below. Those
variables can take real values between 0 and 1. The constraint imposed by a given
protein interaction enforces that the values of the variables representing the potential
domain pairs of that interaction add up to at least 1.0. The construction is illustrated
in Fig. 5.1.

According to the parsimony principle, the objective function aims to minimize
the overall sum of the variables xij. Formally, if PDP is the set of the potential domain
pairs found in the protein interaction network, and PPI is the set of protein-protein
interactions in the given network, then the linear program is given by:

Minimize
∑

(i, j)∈P D P

xi j
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x
ij

Pm Pn

Di

Dj

DiPn

Pm

Fig. 5.1 Construction of a Linear Program from a given protein interaction network

Subject to : ∀(A, B) ∈ P P I (
∑

(p,q)∈(A,B)

x pq ) ≥ 1

The value assigned to the variable xij reflects the contribution of the domain
pair (i, j) in explaining the network under the maximum parsimony principle. In
the PE method, the false positives of the protein interaction network are modeled
by performing a randomization process. In particular, 1000 instances of protein
interaction network are constructed which are sub-networks of the input network
where each edge is maintained with probability equal to the estimated reliability
of the network (in (Guimarães et al. 2006) this value was set to 0.5). For each
such randomized network, the corresponding linear program is constructed using
the procedure described above, and solved. The reported score, called LP-score, of
a given domain pair (i, j), is computed by the arithmetic average of the values xij

returned by these 1000 linear programs.
In addition to the LP-score, the PE method offers the so called pw˙score which

quantifies the confidence in the LP-score. The pw˙score of a domain pair (i, j)
is computed as the minimum of two measures, the p-value of domain pair (i, j),
computed from simulations, and a confidence estimation provided by the possible
existence of witnesses. The combined witness and p-value score is expressed as:

pw score = min(p value(i, j), (1 − r )w(i, j))

where r is the estimated reliability of the network and w(i,j) is the number of wit-
nesses of domain pair (i, j).

Unlike the previously discussed methods, the Parsimonious Explanation method
was able to detect a significant number of difficult interactions confirmed by crystal
structures in iPFAM.
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5.2.5 Integrative Approaches

With the exception of the scoring function of (Ng et al. 2003a), all methods dis-
cussed so far were based exclusively on protein interaction data and protein domain
composition. More recently, Lee and colleagues (Lee et al. 2006) proposed a
Bayesian approach that complements the protein interaction data with other infor-
mation about domains; we call their method Integrative Bayesian (IB).

In the IB method, the expectation of the domain pair interaction is computed
separately for each of four organisms, yeast, worm, fruit fly, and humans. The scores
for the domain pairs are obtained using a method similar to MLE. The likelihood
function is the same as the one used by the MLE method (Deng et al. 2002), how-
ever, instead of using Pr(Dij = 1) directly to score the domain interactions, the IB
method scores each domain pair by the expectation of the domain pair interaction
given by

E(#Di j ) = Ni j · Pr(Di j = 1),

where, as before, Nij is the number of protein pairs in the network that have (i, j) as
a potential domain contact.

The results obtained for the four networks are considered as four independent
pieces of information and used as features in the integrative model. Two additional
features considered are the number of times the two domains in the pair appear
together, or co-exist, in one protein chain, and the information if the two domains
belong to the same biological process as assessed by the Gene Ontology (GO)
database (Harris et al. 2004). The scores of all domain pairs with respect to each
distinct feature are binned. The likelihood score of a domain pair is computed based
on the ratio of domain pairs confirmed by crystal structures to the number of domain
pairs not confirmed by crystal structures in the bin containing the score of the given
domain pair.

It is interesting to examine how the information which is not obtained based in
protein interaction influences the prediction of this method. To elucidate this, Lee
and colleagues (Lee et al. 2006) performed a comparison using the domain pairs
in iPFAM as true positives, and the remaining domain pairs as true negatives. The
results of that comparison are reported in Fig. 4 of (Lee et al. 2006) which shows
the relationship between the false positive rate (FP/(FP+TN)) and the sensitivity
(TP/(TP+FN)) of the predictions based on different combinations of information.
By this evaluation standard, the Gene Ontology terms combined with the domain
co-existence gives a better iPFAM pairs recovery than information obtained from
the interaction networks using MLE type analysis (see also the discussion in the
next section).

Very recently, Wang et al. (2007) introduced a different integrative method,
InSite. In addition to the evidences used in the IB method described above they
included Prosite (Hulo et al. 2006) motifs treating them in the same way as protein
domains. Unlike previous methods, they score domain contacts in the context depen-
dant manner. That is, the score of the same domain pair depends on the protein pair
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where a given domain pairs makes a potential contact. To obtain such score they
use a method similar to the one proposed by Riley et al. (Riley et al. 2005) (see
Section 5.2.3 of this chapter, equation (5.4)). However, rather than looking at the
effect of disallowing all interactions between a given domain pair, they consider
the effect of disallowing single instance of such interaction as possible mediator of
a particular protein interaction. This allowed to measure how well given domain
interaction explains the given protein interaction rather than its role in predicting all
interactions.

5.2.6 Evaluation of Domain-Domain Interaction
Prediction Methods

Due to a low coverage of experimentally confirmed domain-domain interactions,
evaluation of the accuracy of genome scale methods to predict domain-domain and
domain-peptide interactions poses a formidable challenge. One method used to eval-
uate the quality of predictions is by estimating how accurately one can reconstruct
the protein interaction network based on the assigned domain-domain interaction
scores (Deng et al. 2002). However the quality of prediction of protein-protein inter-
action is not necessarily a good measure of correct prediction of domain-domain
interaction. While domain pairs that make non-specific interactions are good pre-
dictors of protein interactions, the specific domain interactions are not.

An alternative method for assessing predictions was proposed by Nye et al.
(Nye et al. 2005). The basic idea is to test if in each pair of interacting proteins,
the domain pair with the highest score is correctly predicted as the domain pair
mediating the interaction. The test set contains only interacting protein pairs with
multiple potential domain contacts and at least one domain pair that is known to
interact (e.g. based on the information from the iPFAM database). Guimarães and
colleagues (Guimarães et al. 2006) used this method applied to 1780 protein inter-
actions to compare the performances of several domain-domain prediction meth-
ods. In that assessment, the Association and the MLE methods achieved a positive
predictive value (PPV = TP/(TP+FP)) around 11%, far below the 27% obtained
if a potential domain contact had been chosen at random for each protein pair in
the set. The DPEA and the PE methods achieved PPV values of 43% and 75%,
respectively. That comparison used the Expectation Maximization scores of Riley
and colleagues (Riley et al. 2005). Since, unlike the other methods compared, the
IB method excludes PFAM-B as possible interacting domains, and its predictions
were made based on a different data set, IB was not included in the above compari-
son. However, in a similar estimation including only 456 protein interactions whose
potential domain contacts all have IB score above 0.0, the performance of the IB
method is similar to that of PE approach (Guimarães and Przytycka (2008)). The
InSite method has been published when this review was virtually completed. It uses
a different data set and the scores for the domain pairs were not made available at
this time so could not be included in the comparison.
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Another method often used to evaluate the quality of domain interaction predic-
tions estimates how well a given method recovers known domain-domain interac-
tions. In this approach, known domain interactions (e.g. domain interactions from
iPFAM (Finn et al. 2006), 3DID (Stein et al. 2005) or CBM (Shoemaker et al.
2006)) are considered as true positive and all other domain pairs as true nega-
tives. Under this assumption one can make false positive rate versus true positive
rate (or similar) plots. Indeed, if a method is successful, then the corresponding
curve should demonstrate a performance clearly better than expected by chance.
Among the methods discussed, the highest percentage of iPFAM domains in the
top 50 predicted interactions has the InSite method (Wang et al. 2007). However,
the number of experimentally confirmed domain-domain interactions is very small
relatively to the number of estimated domain-domain interactions. According to
a recent study involving E. coli, yeast, worm, fly, and human data, conducted by
Itzhaki and colleagues (Itzhaki et al. 2006), the percentage of protein-protein inter-
actions to which high-confidence domain-domain interactions from iPFAM or 3DID
could be mapped is no more than 20% for any of the organisms. Therefore, any
domain-domain prediction method that undertakes the task of explaining protein
interactions through domain-domain interactions is expected to correctly recover
domain pairs that are not in those high-confidence databases yet. Furthermore, it
is expected that domain interactions in iPFAM are highly based towards certain
interactions (Guimarães and Przytycka 2008).

Riley et al. bypassed the above problem by selecting a set of true positives among
known interacting domain pairs and a set of true negatives (of a similar size) as a set
containing domain pairs which belong to interacting protein pairs but do not interact
(as confirmed based on available crystal structures of protein complexes). Under this
assumption, they tested how many of such true positives and true negatives have
been correctly predicted. Using this criterion they estimated that the DPEA method
has the specificity of 97% and the sensitivity of 6% (Riley et al. 2005).

Finally, while evaluating domain interaction prediction methods one has to be
careful to avoid circularity. Due to a greater interest in some specific domains or
functional roles, it is quite possible for some methods to be trained on one type
of data and then be evaluated on data that is indirectly related to the one used for
training, bringing up opportunity for an artificially inflated performance. Methods
that use functional annotation data in particular risk for such circularity (Zhang et al.
2004; Suthram et al. 2006).

5.3 Predicting Domain-Peptide Interactions from Protein
Interaction Networks

The methods to predict domain-domain interactions described in the previous sec-
tion rely on the assumption that protein interactions are mediated by domain-domain
interactions. This assumption is well supported for stable protein complexes. How-
ever much of the signaling, trafficking, and targeting is mediated by reversible inter-
actions between small globular domains and short protein peptides, the so called
linear motifs. One of the best studied examples is the SH3 domain which binds to
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Proline reach motif PxxP (where x represents any arbitrary amino-acid). A linear
motif may, but does not have to be part of a globular domain. In fact, most of such
motifs are not (Puntervoll et al. 2003; Neduva et al. 2005). Furthermore, domain-
peptide interactions are often very specific, that is homologous domains often bind
to different (although related) linear motifs. For example, PxxP is the canonical
binding motif for the SH3 domain while a motif for a subclass is often more specific
(Toro et al. 2001). One of the first computational problems considered in the context
of domain–peptide binding is that of identifying linear motifs that are recognized by
a given binding domain (Reiss and Schwikowski 2004; Ferraro et al. 2006; Lehrach
et al. 2006). In these approaches experimentally determined SH3 domain-peptide
interactions serve as a training set for discovering binding motifs of SH3 domains.

Recently it has been recognized that high throughput interaction networks also
provide valuable resource in prediction of protein-peptide interactions. In this sec-
tion we discuss briefly two methods that take advantage of this information.

5.3.1 Discovering Domain-Peptide Interactions from Protein
Interaction Networks

The short length of linear motifs makes their reliable discovery computationally
challenging. Recently, several related approaches have been developed that find
statistically over-represented motifs in non-homologous sequences with a common
property, for example that bind to a certain kinase or phosphatase (Neduva et al.
2005; Davey et al. 2006). We describe here the method of Neduva et al., since this
method combines discovery of liner motifs with prediction of direct domain-peptide
interaction based on high throughput protein interaction networks.

In the work of Neduva and colleagues (Neduva et al. 2005) the putative linear
motifs are identified as sequence fragments observed sufficiently often in protein
sequences after removing globular domains (identified as PFAM-A domains), trans-
membrane segments, coiled-coils, collagen regions, and signal peptides. Further-
more, homologous sequences were also identified and removed. This preprocessing
reduces the probability of detecting motifs shared due to evolutionary relationship or
sequence motifs associated with structural motifs such as �-turns. In that approach,
all non-overlapping motifs of 3–8 residues are identified using program TEIRESIAS
(Rigoutsos and Floratos 1998). Common motifs are required, in particular, to agree
perfectly on at least two positions and to occur in at least tree sequences in the set.
The neighbors of each protein in the interaction network are examined for occur-
rences of such common motifs. A common motif observed to be overrepresented
among the interacting partners of a given protein is predicted to be the binding
motif.

In addition to finding binding motifs of individual proteins, Neduva et al. also
searched for the more general binding motifs of homology domains. To do this,
they merged sets of binding partners of proteins containing a common domain. Such
merged “domain sets” were then analyzed in the same manner as described above
for individual proteins.
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The analysis of the results obtained with this method is quite revealing. Despite
the fact that the data in the protein-protein interaction networks is error-prone, the
results were quite accurate, although the number of confidently predicted motifs
was relatively small (11 in yeast, 26 in fly, 27 worm, and 112 in human). In all
organisms under study, many of the known motifs were missed, as demonstrated by
inspection, due to too few sequences with the correct motif to reach significance.
The better results for the human network are attributed to the better quality of the
data in hand-curated human interactions (Peri et al. 2003) used in the study. The
domain set approach was, in some instances, successful in detecting less specific
motifs. For example, in the fly network the SH3 motif has been only identified
on this level since there was not enough data to detect the more specific binding
motifs. The authors have been able to confirm experimentally some of the predicted
motifs.

5.3.2 Utilizing Protein Interaction Network in Discovering
Phosphorylation Networks

Signal transduction is the primary means by which cells respond to external stim-
uli such as nutrients, growth factors, and stress. The dynamics of cell signaling
pathways is, in large extend, governed by reversible phosphorylation (Krebs and
Beavo 1979) of specific substrates performed by protein kinases. Thousands of in
vivo phosphorylation sites have been discovered by targeted biochemical studies
and, more recently, through spectrometry (Hjerrild et al. 2004). However our under-
standing of phosphorylation-dependent signaling networks remains incomplete. In
particular, despite advances in in-vitro experiments (Ptacek et al. 2005) it is not
fully known which protein kinases are responsible for the phosphorylation of many
known phosphorylation sites.

There are several computational approaches towards mapping phosphorylation
sites to corresponding kinases which are based on identifying consensus sequence
motifs recognized by specific kinases (Obenauer et al. 2003; Hjerrild et al. 2004).
However, these motifs alone are often insufficient for a unique identification of the
kinases responsible for the phosphorylation of the corresponding sites. Specificity of
kinase activity is also achieved through cellular localization, cell-cycle specific co-
expression, binding to scaffold proteins, etc. Such information, termed by Linding
et al. “contextual” (Linding et al. 2007), if available, should also be used to enhance
the accuracy of prediction of phosphorylation networks. Along these lines, a recent
approach, NetworKIN, combines the motif based and contextual approach into one
two-step algorithm.

During the first step on the NetworKIN algorithm, an experimentally determined
phosphorylation site is mapped to a protein sequence. Then the protein family that
is likely to be responsible for the phosphorylation of the site is predicted based on
the consensus motif approach. This is done by applying a neural network machine
learning approach to obtain position specific scoring matrices (PSSMs) (Obenauer
et al. 2003; Hjerrild et al. 2004) describing biding motifs of all kinase families under
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study. Once the family (or families) of kinases whose members can potentially phos-
phorylate a given site is identified, the candidate proteins that could be responsible
for the phosphorylation of the site are identified by BLAST search.

In the second stage, the set of candidate kinases in narrowed down using contex-
tual information. The contextual information is obtained from the STRING database
(von Mering et al. 2007). This data base integrates information from curated path-
ways, co-occurrence in abstracts of scientific articles, physical protein interactions,
co-expression, and predicted interaction based on genomic context (gene fusion,
gene neighborhood, and phylogenetic profiles). All scoring schemas for all evi-
dences were benchmarked and calibrated on signaling and metabolic pathways from
KEGG database (Kanehisa et al. 2006) resulting in probabilistic scores for all evi-
dence types. Additionally, association from orthologous protein in other organisms
were included using a Bayesian scoring scheme to combine the evidence. The result-
ing probabilistic association network is used to find kinases that are proximal to
the substrate (the protein containing the given phosphorylation site). Namely, for
every candidate kinase, the Floyd-Warshall algorithm (Cormen et al. 2001) is used
to compute the most likely path connecting this kinase to the substrate. A set of
kinases with the best paths are predicted as responsible for the phosphorylation.

The work of Linding et al. demonstrated that the network-based contextual infor-
mation has a tremendous impact on the prediction accuracy of phosphorylation. The
authors estimated that 80% of the predictive power of their approach comes from
the contextual information.

5.4 Conclusions and Future Directions

In this chapter we focused exclusively on the methods to predict domain-domain
and domain-peptide interactions that use, in a significant way, high-throughput pro-
tein interaction networks. Within this group of methods we selected a set (by no
means exhaustive) of representative approaches. We demonstrated that, despite the
fact that high-throughput interactions are inherently noisy, they provide extremely
valuable resource for predicting domain and peptide interactions. The noise in the
high-throughput protein interaction data dictates, however, that the methods that
are based exclusively on the network information are only capable of predicting
interactions occurring multiple times.

An important and not completely resolved problem is the issue of evaluation
of prediction methods. A standard way to assess such methods is to test how well
they predict known interactions. Yet, the set of currently known interactions is not
only very limited but since PDB data is well known to be biased (Brenner et al.
1997; Gerstein 1998; Peng et al. 2004; Mestres 2005; Xie and Bourne 2005) such
biases are also likely to be inherited by iPFAM (Guimarães and Przytycka 2008).
For example, in the context of domain-domain interactions, the crystal structures
favor stable and well studied protein complexes. Therefore, an important issue in
prediction methods is an experimental validation of new predicted interactions.
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Chapter 6
Integrative Structure Determination of Protein
Assemblies by Satisfaction of Spatial Restraints

Frank Alber, Brian T. Chait, Michael P. Rout, and Andrej Sali

Abstract To understand the cell, we need to determine the structures of
macromolecular assemblies, many of which consist of tens to hundreds of com-
ponents. A great variety of experimental data can be used to characterize the
assemblies at several levels of resolution, from atomic structures to component
configurations. To maximize completeness, resolution, accuracy, precision and effi-
ciency of the structure determination, a computational approach is needed that can
use spatial information from a variety of experimental methods. We propose such
an approach, defined by its three main components: a hierarchical representation of
the assembly, a scoring function consisting of spatial restraints derived from exper-
imental data, and an optimization method that generates structures consistent with
the data. We illustrate the approach by determining the configuration of the 456
proteins in the nuclear pore complex from Baker’s yeast.

6.1 Introduction

Assemblies as functional modules of the cell. Macromolecular assemblies con-
sist of non-covalently interacting macromolecular components, such as proteins and
nucleic acids. They vary widely in size and play crucial roles in most cellular pro-
cesses (Alberts 1998). Many assemblies are composed of tens and even hundreds
of individual components. For example, the nuclear pore complex (NPC) of ∼456
proteins regulates macromolecular transport across the nuclear envelope (NE); the
ribosome consists of ∼80 proteins and ∼15 RNA molecules and is responsible for
protein biosynthesis.

Need for assembly structures. A comprehensive characterization of the structures
and dynamics of biological assemblies is essential for a mechanistic understanding
of the cell (Alber et al. 2008; Robinson et al. 2007; Sali 2003; Sali et al. 2003; Sali
and Kuriyan 1999). Even a coarse characterization of the configuration of macro-
molecular components in a complex (Fig. 6.1) helps to elucidate the principles that
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underlie cellular processes, in addition to providing a necessary starting point for a
higher resolution description.

Scope. Complete lists of macromolecular components of biological systems
are becoming available (Aebersold and Mann 2003). However, the identifica-
tion of complexes between these components is a non-trivial task. This difficulty
arises partly from the multitude of component types and the varying lifespan of
the complexes (Russell et al. 2004). The most comprehensive information about
binary protein interactions is available for the Saccharomyces cerevisiae proteome,
consisting of ∼6,200 proteins. This data has been generated by methods such as
the yeast two-hybrid system (Ito et al. 2000; Uetz et al. 2000) and affinity purifi-
cations coupled with mass-spectrometry (Collins et al. 2007; Gavin et al. 2006;
Krogan et al. 2006). The lower bound on binary protein interactions in yeast has
been estimated to be ∼30,000 (Russell et al. 2004), corresponding to the average
of ∼9 protein partners per protein, though not necessarily all at the same time. The
number of higher order complexes in yeast is estimated to be ∼800, based on affin-
ity purification experiments (Collins et al. 2007; Devos and Russell 2007; Gavin
et al. 2006; Krogan et al. 2006). The human proteome may have an order of mag-
nitude more complexes than the yeast cell; and the number of different complexes
across all relevant genomes may be several times larger still. Therefore, there may
be thousands of biologically relevant macromolecular complexes in a few hundred
key cellular processes whose stable structures and transient interactions are yet to
be characterized (Abbott 2002; Alberts 1998).

Difficulties. Compared to structure determination of the individual components,
however, structural characterization of macromolecular assemblies is usually more
difficult and represents a major challenge in structural biology (Alber et al. 2008;
Robinson et al. 2007; Sali et al. 2003; Sali and Kuriyan 1999). For example, X-ray
crystallography is limited by the ability to grow suitable crystals and to build molec-
ular models into large unit cells; nuclear magnetic resonance (NMR) spectroscopy is
limited by size; electron microscopy (EM), affinity purification, yeast two-hybrid sys-
tem, calorimetry, footprinting, chemical cross-linking, small angle X-ray scattering
(SAXS), and fluorescence resonance energy transfer (FRET) spectroscopy are limited
by low resolution of the corresponding structural information; and computational
protein structure modeling and docking are limited by low accuracy.

Integrative approach. These shortcomings can be minimized by simultaneous
consideration of all available information about a given assembly (Fig. 6.1) (Alber
et al. 2007a; Alber et al. 2004; Alber et al. 2008; Harris et al. 1994; Malhotra and
Harvey 1994; Robinson et al. 2007; Sali et al. 2003). This information may vary
greatly in terms of its accuracy and precision, and includes data from both experi-
mental methods and theoretical considerations, such as those listed above. The inte-
gration of structural information about an assembly from various sources can only
be achieved by computational means. In this review, we focus on the computational
aspects of this data integration.

Review outline. We begin by listing the types of spatial information generated
by experimental and computational methods that have allowed structural biology
to shift its focus from individual proteins to large assemblies. Next, we offer a
perspective on generating macromolecular assemblies that are consistent with all
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available information from experimental methods, physical theories, and statistical
preferences extracted from biological databases. Such an integrative system in prin-
ciple achieves higher completeness, resolution, accuracy, precision, and efficiency
than a structure characterization based on any of the individual types of data alone
(Alber et al. 2007a; Alber et al. 2008; Robinson et al. 2007; Sali et al. 2003). Finally,
we illustrate this approach by its application to the determination of the configura-
tion of 456 proteins in the yeast NPC (Alber et al. 2007a; Alber et al. 2007b).

6.2 Sources of Spatial Information

Different experimental methods produce different types of structural information
(Fig. 6.1). This information varies in terms of what spatial features it restrains as
well as in resolution, accuracy, and quantity. The stoichiometry and composition of
protein components in an assembly can be determined by methods such as quan-
titative immunoblotting and mass spectrometry. The positions of the components
can be elucidated by cryo-EM and labeling techniques. Whether or not components
interact with each other can be measured by yeast two-hybrid system and affinity
purification. Relative orientations of components and information about interacting
residues can be inferred from cryo-EM, hydrogen/deuterium (H/D) exchange, OH
radical footprinting, and chemical-crosslinking. At the highest resolution, informa-
tion about the atomic structures of components and their interactions can be deter-
mined by X-ray crystallography and NMR spectroscopy.

Importantly, some methods do not distinguish between different instances of a
component of the same type, resulting in ambiguity when more than one copy
of the component is present in the assembly (e.g., proteomics methods, including
yeast two hybrid system and affinity purification). Structures can be described at
different levels of resolution, including the component configuration (specifying
component positions and the presence of interactions), the molecular architecture
(specifying the components’ configuration and relative orientations), pseudo-atomic
models (specifying atomic positions with errors larger than the size of an atom), and
atomic structures (specifying atomic positions with precision smaller than the size
of an atom).

6.3 Comprehensive Data Integration by Satisfaction
of Spatial Restraints

The experimental data about a structure must be converted to an explicit structural
model through computation. Importantly, these computational methods differ in the
type of information they use to calculate the assembly structures, rather than how
they calculate them once the information is specified.

Detailed structural characterization of assemblies is often difficult by any single
existing experimental or computational method. We suggest that this barrier can be
overcome by “hybrid” approaches that integrate data from diverse biochemical and
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biophysical experiments as well as computational methods. This information may
vary greatly in terms of its resolution, accuracy, and quantity. Here, we outline an
approach for generating structures of macromolecular assemblies that are consis-
tent with all available information from experimental methods, physical theories,
and statistical preferences extracted from biological databases. Such an integrative
system will help to maximize efficiency, resolution, accuracy, precision, and com-
pleteness of the structural coverage of macromolecular assemblies.

In this section, we describe the underlying theory and methods of our hybrid
approach to characterizing macromolecular assembly structures. A sample applica-
tion is provided by the structure determination of the NPC (Alber et al. 2007a; Alber
et al. 2007b; Alber et al. 2004; Alber et al. 2005; Sali and Kuriyan 1999) (below).

Formalization of the problem. The complete process of structure determination
can be seen as a potentially iterative series of four steps, including data generation
by experiments, data translation into spatial restraints, calculation of an ensemble
of structures by satisfaction of spatial restraints, and an analysis of the ensemble.
The structural characterization part of the process can be expressed as an opti-
mization problem (Fig. 6.2). In this view, models that are consistent with the input

Fig. 6.2 Characterization of an assembly configuration based on data simulated from a known
native structure (Alber et al. 2008). In this approach (Alber et al. 2005), the simulated data include
protein positions (e.g., from immuno-EM), assembly shape (e.g., from EM), relative proximity of
components (e.g., from cross-linking and affinity purification). The data is translated into spatial
restraints that are then summed to obtain a scoring function. A random starting structure is opti-
mized by a combination of conjugate gradients and molecular dynamics with simulated anneal-
ing to minimize violations of all restraints. The listed data was sufficient to identify the coarse
relative position of each protein (i.e., the protein configuration). To illustrate the possibility of
using different representations for different proteins, a protein is represented either by an X-ray
structure or by a single sphere that best reproduces its hydrodynamic properties determined by
ultracentrifugation. DRMS, distance root-mean-square difference between the protein centroids in
the determined model and the native structure
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information are calculated by optimizing a scoring function. The three components
of this approach are (i) a representation of the modeled assembly, (ii) a scoring
function consisting of the individual spatial restraints, and (iii) optimization of the
scoring function to obtain all possible models that satisfy the input restraints.

Representation. The modeled structure is represented by a hierarchy of parti-
cles, defined by their positions and other properties (Fig. 6.2). For a protein assem-
bly, the hierarchy can include atoms, atomic groups, amino acid residues, secondary
structure segments, domains, proteins, protein sub-complexes, symmetry units, and
the whole assembly. The coordinates and properties of particles at any level are
calculated from those at the highest resolution level. Different parts of the assembly
can be represented at different resolutions to reflect the input information about
the structure (Fig. 6.2). Moreover, different representations can also apply to the
same part of the system. For example, affinity purification may indicate proximity
between two proteins and cross-linking may indicate which specific residues are
involved in the interaction.

Scoring Function. The most important aspect of structure characterization is
to accurately capture all experimental, physical, and statistical information about
the modeled structure. This objective is achieved by expressing our knowledge of
any kind as a scoring function whose global optimum corresponds to the native
assembly structure (Shen and Sali 2006). One such function is a joint probability
density function (pdf) of the Cartesian coordinates of all assembly proteins, given
the available information I about the system, p(C |I ). C = (c1, c2, . . . , cn) is the
list of the Cartesian coordinates (c1) of the n component proteins in the assembly.
The joint pdf p gives the probability density that a component i of the native con-
figuration is positioned very close to ci, given the information I we wish to consider
in the calculation. In general, I may include any structural information from experi-
ments, physical theories, and statistical preferences. For example, when information
I reflects only the sequence and the laws of physics under the conditions of the
canonical ensemble, the joint pdf corresponds to the Boltzmann distribution. If I also
includes a crystallographic dataset sufficient to define the native structure precisely,
the joint pdf is a Dirac delta function centered on the native atomic coordinates.

The complete joint pdf is generally unknown, but can be approximated as a prod-
uct of pdfs pf that describe individual assembly features (e.g., distances, angles,
interactions or relative orientations of proteins):

p (C |I ) =
∏

f

p f (C |I f )

The scoring function F(C) is then defined as the logarithm of the joint pdf:

F(C) = − ln
∏

f

p f (C |I f ) =
∑

f

r f (C)

For convenience, we refer to the logarithm of a feature pdf as a restraint rf and
the scoring function is therefore a sum of the individual restraints.
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Restraints. A restraint rf can in principle have any functional form. However, it
is convenient if ideal solutions consistent with the data correspond to values of 0,
while values larger than 0 correspond to a violated restraint; for example, a restraint
is frequently a harmonic function of the restrained feature.

Restrained features. The restrained features in principle include any structural
aspect of an assembly, such as contacts, proximity, distances, angles, chirality, sur-
face, volume, excluded volume, shape, symmetry, and localization of particles and
sets of particles.

Translating data into restraints. A key challenge is to accurately express the
input data and their uncertainties in terms of the individual spatial restraints. An
interpretation of the data in terms of a spatial restraint generally involves identifying
the restrained components (i.e., structural interpretation) and the possible values of
the restrained feature implied by the data. For instance, the shape, density and sym-
metry of a complex or its subunits may be derived from X-ray crystallography and
EM (Frank 2006); upper distance bounds on residues from different proteins may
be obtained from NMR spectroscopy (Fiaux et al. 2002) and chemical cross-linking
(Trester-Zedlitz et al. 2003); protein-protein interactions may be discovered by the
yeast two-hybrid system (Phizicky et al. 2003) and calorimetry (Lakey and Raggett
1998); two proteins can be assigned to be in proximity if they are part of an isolated
sub-complex identified by affinity purification in combination with mass spectrom-
etry (Bauer and Kuster 2003). Increasingly, important restraints will be derived from
pairwise molecular docking (Mendez et al. 2005), statistical preferences observed
in the structurally defined protein-protein interactions (Davis and Sali 2005), and
analysis of multiple sequence alignments (Valencia and Pazos 2002).

Conditional restraints. If structural interpretation of the data is ambiguous (i.e.,
the data cannot be uniquely assigned to specific components), only “conditional
restraints” can be defined. For example, when there is more than one copy of a
protein per assembly, a yeast two-hybrid system indicates only which protein types
but not which instances interact with each other. Such ambiguous information must
be translated into a conditional restraint that considers all alternative structural inter-
pretations of the data (Fig. 6.3). The selection of the best alternative interpretation
is then achieved as part of the structure optimization process.

Figure 6.3 shows a conditional restraint that encodes protein contacts consistent
with an affinity purification experiment (Alber et al. 2007a; Alber et al. 2008; Alber
et al. 2005) (Fig. 6.3). In this example, affinity purification identified 4 protein types
(yellow, blue, red, green), derived from an assembly containing a single copy of the
yellow, blue, and red protein and two copies of the green protein. The sample affinity
purification implies that at least 3 of the following 6 possible types of interaction
must occur: blue-red, blue-yellow, blue-green, red-green, red-yellow, and yellow-
green. In addition, (i) the three selected interactions must form a spanning tree
of the composite graph (Fig. 6.3); (ii) each type of interaction can involve either
copy of the green protein; and (iii) each protein can interact through any of its
beads. These considerations can be encoded through a tree-like evaluation of the
conditional restraint. At the top level, all possible bead-bead interactions between
all protein copies are clustered by protein types. Each alternative bead interaction
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Fig. 6.3 Conditional restraint encoding protein contacts based on an affinity purification experi-
ment that identified 4 protein types (yellow, blue, red, green), derived from an assembly containing
a single copy of the yellow, blue, and red protein and two copies of the green protein (Alber et al.
2007a; Alber et al. 2008; Alber et al. 2005). A single protein is represented by either one bead
(blue and green proteins) or two beads (yellow and red proteins) (column on the right); alternative
interactions between proteins are indicated by different edges. Protein contacts are selected in a
decision tree-like evaluation process by operator functions Oa and Ob (left panel) (see text for
a detailed description). Red vertical lines indicate restraints that encode a protein contact; thick
vertical lines are a subset of restraints that are selected for contribution to the final value of the
conditional restraint, whereas dotted vertical lines indicate restraints that are not selected. Also
shown are spanning trees of a “composite graph”. The composite graph is a fully connected graph
that consists of nodes for all identified protein types (square nodes) and edges for all pairwise
interactions between protein types (left to the Ob operator); edge weights correspond to the vio-
lations of interaction restraints and quantify how consistent is the corresponding interaction with
the current assembly structure. A “spanning tree” is a graph with the smallest possible number of
edges that connect all nodes; a subset of 4 out of 16 spanning trees is indicated to the right of
the Ob operator. The “minimal spanning tree” is the spanning tree with the minimal sum of edge
weights (i.e., restraints violations)

can be restrained by a restraint corresponding to a harmonic upper bound on the
distance between the beads; these are termed “optional restraints”, because only a
subset is selected for contribution to the final value of the conditional restraint. Next,
an operator function (Oa) selects only the least violated optional restraint from each
interaction type, resulting in 5 restraints (thick red line) at the middle level of the tree
(Fig. 6.3). Finally, a minimal spanning tree operator (Ob) finds the minimal spanning
tree corresponding to the combination of 3 restraints that are most consistent with
the affinity purification (thick red lines in Fig. 6.3). The whole restraint evaluation
process is executed at each optimization step based on the current configuration,
thus resulting in possibly different subsets of selected optional restraints at each
optimization step.
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Optimization methods. Structures can be generated by simultaneously mini-
mizing the violations of all restraints, resulting in configurations that minimize the
scoring function F. It is crucial to have access to multiple optimization methods to
choose one that works best with a specific scoring function and representation. Opti-
mization methods implemented in our program IMP currently include conjugate
gradients, quasi-Newton minimization, and molecular dynamics, as well as more
sophisticated schemes, such as self-guided Langevin dynamics, the replica exchange
method, and exact inference (belief propagation) (K. Lasker, M. Topf, A. Sali and
H. Wolfson, unpublished information); all of these methods can refine positions of
the individual particles as well as treat subsets of particles as rigid bodies.

Outcomes. There are three possible outcomes of the calculation. First, if only
a single model satisfies all input information, there is probably sufficient data for
prediction of the unique native state. Second, if different models are consistent with
the input information, the data are insufficient to define the single native state or
there are multiple native structures. If the number of distinct models is small, the
structural differences between the models may suggest additional experiments to
narrow down the possible solutions. Third, if no models satisfy all input information,
the data or their interpretation in terms of the restraints are incorrect.

Analysis. In general, a number of different configurations may be consistent with
the input restraints. The aim is to obtain as many structures as possible that satisfy
all input restraints. To comprehensively sample such structural solutions consistent
with the data, independent optimizations of randomly generated initial configura-
tions need to be performed until an “ensemble” of structures satisfying the input
restraints is obtained. The ensemble can then be analyzed in terms of assembly
features, such as the protein positions, contacts, and configuration. These features
can generally vary among the individual models in the ensemble. To analyze this
variability, a probability distribution of each feature can be calculated from the
ensemble. Of particular interest are the features that are present in most configu-
rations in the ensemble and have a single maximum in their probability distribution.
The spread around the maximum describes how precisely the feature was deter-
mined by the input restraints. When multiple maxima are present in the feature
distribution at the precision of interest, the input restraints are insufficient to define
the single native state of the corresponding feature (or there are multiple native
states).

Predicting Accuracy. Assessing the accuracy of a structure is important and
difficult. The accuracy of a model is defined as the difference between the model
and the real native structure. Therefore, it is impossible to know with certainty the
accuracy of the proposed structure, without knowing the real native structure. Never-
theless, our confidence can be modulated by five considerations: (i) self-consistency
of independent experimental data; (ii) structural similarity among all configurations
in the ensemble that satisfy the input restraints; (iii) simulations where a native
structure is assumed, corresponding restraints simulated from it, and the resulting
calculated structure compared with the assumed native structure; (iv) confirmatory
spatial data that were not used in the calculation of the structure (e.g., criterion sim-
ilar to the crystallographic free R-factor (Brunger 1993) can be used to assess both
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the model accuracy and the harmony among the input restraints); and (v) patterns
emerging from a mapping of independent and unused data on the structure that are
unlikely to occur by chance (Alber et al. 2007a; Alber et al. 2007b).

Advantages. The integrative approach to structure determination has several
advantages: (i) It benefits from the synergy among the input data, minimizing the
drawback of incomplete, inaccurate, and/or imprecise data sets (although each indi-
vidual restraint may contain little structural information, the concurrent satisfaction
of all restraints derived from independent experiments may drastically reduce the
degeneracy of structural solutions); (ii) it can potentially produce all structures that
are consistent with the data, not just one; (iii) the variation among the structures con-
sistent with the data allows us to assess sufficiency of the data and the precision of
the representative structure; (iv) it can make the process of structure determination
more efficient by indicating what measurements would be most informative.

6.4 Structural Characterization of the Nuclear Pore Complex

Using the approach outlined above, we determined the native configuration of pro-
teins in the yeast nuclear pore complex (NPC) (Alber et al. 2007a; Alber et al.
2007b). NPCs are large (∼50 MDa) proteinaceous assemblies spanning the nuclear
envelope (NE), where they function as the sole mediators of bidirectional exchange
between the nucleoplasmic and cytoplasmic compartments in all eukaryotes (Lim
and Fahrenkrog 2006). EM images of the yeast NPC at ∼200 Å resolution revealed
that the nuclear pore forms a channel by stacking two similar rings, each one con-
sisting of 8 radially arranged “half-spoke” units (Yang et al. 1998). The yeast NPC
is build from multiple copies of 30 different proteins, totaling approximately 456
proteins (nups).

Although low-resolution EM has provided valuable insights into the overall
shape of the NPC, the spatial configuration of its component proteins and the
detailed interaction network between them was unknown. A description of the
NPC’s structure was needed to understand its function and assembly, and to provide
clues to its evolutionary origins. Due to its size and flexibility, detailed structural
characterization of the complete NPC assembly has proven to be extraordinarily
challenging. Further compounding the problem, atomic structures have only been
solved for domains covering ∼5% of the protein sequence (Devos et al. 2006).

To determine the protein configuration of the NPC, we collected a large and
diverse set of biophysical and biochemical data. The data was derived from
six experimental sources (Fig. 6.4): (i) Quantitative immuno-blotting experiments
determined the stoichiometry of all 30 nups in the NPC; (ii) hydrodynamics experi-
ments provided information about the approximate excluded volume and the coarse
shape of each nup; (iii) immuno-EM provided a coarse localization for each nup
along two principal axes of the NPC; (iv) an exhaustive set of affinity purifica-
tion experiments determined the composition of 77 NPC complexes; (v) overlay
experiments determined 5 direct binary nup interactions; and (vi) symmetry con-
siderations and the dimensions of the NE were extracted from cryo-EM. Moreover,
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bioinformatics analysis provided information about the position of transmembrane
helices for the three integral membrane nups. This data was translated into spatial
restraints on the NPC (Fig. 6.4).

The relative positions and proximities of the NPC’s constituent proteins were
then produced by satisfying these spatial restraints, using the approach described
above and illustrated in Fig. 6.5. The optimization relies on conjugate gradients and
molecular dynamics with simulated annealing. It starts with a random configuration
of proteins and then iteratively moves these proteins so as to minimize violations of
the restraints (Fig. 6.5). To comprehensively sample all possible structural solutions
that are consistent with the data, we obtained an “ensemble” of 1,000 independently
calculated structures that satisfied the input restraints (Fig. 6.5c). After superposi-
tion of these structures, the ensemble was converted into the probability of finding a
given protein at any point in space (i.e., the localization probability). The resulting
localization probabilities yielded single pronounced maxima for almost all proteins,

Fig 6.5 Calculation of the NPC bead structure by satisfaction of spatial restraints (Alber et al.
2007a; Alber et al. 2008). (a), Representation of the optimization process as it progresses from an
initial random configuration to an optimal solution. (b), The graph shows the relationship between
the score (a measure of the consistency between the configuration and the input data) and the
average contact similarity. The contact similarity quantifies how similar two configurations are
in terms of the number and types of their protein contacts; two proteins are considered to be in
contact when they are sufficiently close to one another given their size and shape. The average
contact similarity at a given score is determined from the contact similarities between the lowest
scoring configuration and a sample of 100 configurations with the given score. Error bars indicate
standard deviation. Representative configurations at various stages of the optimization process
from left (very large scores) to right (with a score of 0) are shown above the graph; a score of
0 indicates that all input restraints have been satisfied. As the score approaches zero, the contact
similarity increases, showing that there is only a single cluster of closely related configurations
that satisfy the input data. (c), Distribution of configuration scores demonstrates that our sampling
procedure finds configurations consistent with the input data. These configurations satisfy all the
input restraints within the experimental error
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Fig. 6.6 Localization of major substructures and their component proteins in the NPC (Alber et al.
2007b; Alber et al. 2008). The proteins are represented by their localization volumes (Alber et al.
2007a) and have been colored according to their classification into five distinct substructures based
on their location and functional properties: the outer rings in yellow, the inner rings in purple, the
membrane rings in brown, the linker nups in blue and pink, and the FG nups (for which only the
structured domains are shown) in green. The pore membrane is shown in gray

demonstrating that the input restraints define a single NPC architecture (Fig. 6.6).
The average standard deviation for the separation between neighbouring protein
centroids is 5 nm. Given that this level of precision is less than the diameter of many
proteins, our map is sufficient to determine the relative position of proteins in the
NPC. Although each individual restraint may contain little structural information,
the concurrent satisfaction of all restraints derived from independent experiments
drastically reduces the degeneracy of the structural solutions (Fig. 6.7).

Our structure (Fig. 6.5) reveals that half of the NPC is made of a core scaffold,
which is structurally analogous to vesicle coating complexes. This scaffold forms an
interlaced network that coats the entire curved surface of the NE within which the
NPC is embedded. The selective barrier for transport is formed by large numbers of
proteins with disordered regions that line the inner face of the scaffold. The NPC
consists of only a few structural modules. These modules resemble each other in
terms of the configuration of their homologous constituents. The architecture of
the NPC thus appears to be based on the hierarchical repetition of the modules
that likely evolved through a series of gene duplications and divergences. Thus, the
determination of the NPC configuration in combination with the fold prediction of
its constituent proteins (Devos 2004, 2006) can provide clues to the ancient evolu-
tionary origins of the NPC.

In the future, we envision combining electron tomography, proteomics, cross-
linking, cryo-EM of subcomplexes, and experimentally determined or modeled
atomic structures of the individual subunits to obtain a pseudo-atomic model of
the whole NPC assembly in action.
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Fig. 6.7 Synergy between varied datasets results into increased precision of structure determi-
nation (Alber et al. 2007a; Alber et al. 2008; Robinson et al. 2007). The proteins are increasingly
localized by the addition of different types of synergistic experimental information. As an example,
each panel illustrates the localization of 16 copies of Nup192 in the ensemble of NPC structures
generated, using the datasets indicated below. The smaller the volume (red), the better localized is
the protein. The NPC structure is therefore essentially “molded” into shape by the large amount of
experimental data

6.5 Conclusions

There is a wide spectrum of experimental and computational methods for
identification and structural characterization of macromolecular complexes. The
data from these methods need to be combined through integrative computational
approaches to achieve higher resolution, accuracy, precision, completeness, and effi-
ciency than any of the individual methods. New methods must be capable of gener-
ating possible alternative models consistent with information such as stoichiometry,
interaction data, similarity to known structures, docking results, and low-resolution
images.

Structural biology is a great unifying discipline of biology. Thus, structural
characterization of many protein complexes will bridge the gaps between genome
sequencing, functional genomics, proteomics, and systems biology. The goal seems
daunting, but the prize will be commensurate with the effort invested, given
the importance of molecular machines and functional networks in biology and
medicine.
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Chapter 7
Topological and Dynamical Properties of Protein
Interaction Networks

Sergei Maslov

Abstract This chapter reviews some of the recent research on topological and
dynamical properties of Protein-protein Interaction (PPI) networks. In its first part
we describe the set of numerical algorithms aimed at: 1) constructing a null-model
random network with a desired set of low-level topological properties; 2) detection
of over- or under-represented topological patterns such as degree-degree correla-
tions between interacting nodes. In the second part of the chapter we describe a
recently developed set of computational tools and analytical methods which allow
one to go beyond purely topological studies of PPI networks and efficiently calculate
the mass-action equilibrium of protein concentrations and its response to systematic
perturbations. In particular, we explore how large (several-fold) changes in total
abundance of a small number of proteins shift the equilibrium between free and
bound concentrations of proteins throughout the PPI network. Our primary conclu-
sion is that, on average, the effects of such perturbations exponentially decay with
the network distance away from the perturbed node. This explains why, despite
globally connected topology, individual functional modules in such networks are
able to operate fairly independently. Under specific favorable conditions, realized in
a significant number of paths in the yeast PPI network, concentration perturbations
can selectively propagate over considerable network distances (up to four steps).
Such “action-at-a-distance” requires high concentrations of heterodimers along the
path as well as low free (unbound) concentration of intermediate proteins.

7.1 Introduction

Ever since the appearance of the first experiments detecting protein-protein bind-
ing interactions on an organism-wide scale the topology of the resulting Protein-
protein Interaction (PPI) networks has attracted a lot of attention. Now that
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genome-wide (or nearly genome-wide) networks are known for 6 model organ-
isms (and still counting) [1,2,3,4,5,6,7,8,9,10,11,12,13] one could start making
some general observations about their unusual large-scale topological properties.
They are:

• The broad distribution of the number of binding partners of individual proteins
(their network degrees) [14,15]. The exact functional form of the degree his-
togram remains the subject of a heated discussion but I think that most parties
would agree that it is unusually broad. Hence the existence of hubs - proteins
having a disproportionately large number (from tens to hundreds) of direct bind-
ing partners.

• Anti-correlation between network degrees of interacting proteins [16]. In such
network architecture hub proteins avoid directly or indirectly linking to each
other and instead tend to interact with proteins of low connectivity/degree.

• The “small world” effect in which most pairs of protein nodes (about 80%
for most networks) are linked to each other [17] by a relatively short chain
of interactions involving several intermediate proteins. This property is nearly
inevitable consequence of the existence of hubs and a broad degree distribu-
tion. While facilitating meaningful signaling it also presents a potential prob-
lem by providing a conduit for propagation of undesirable cross-talk between
individual functional units/pathways. Later on in this chapter we will attempt
to quantify the magnitude of cross-talk mediated by PPI networks and point
out their topological and dynamical properties that reduce the severity of
this problem.

• The existence of densely interconnected modules (or clusters or communities)
correlated with biological function and large multi-protein complexes [18].

Protein-protein binding interactions are naturally described in terms of a
weighted network in which individual edges are graded by their binding strength.
Therefore, while purely topological (binary) analysis of these networks in itself
constitutes a fascinating subject, ultimately, it constitutes just the first small step
towards addressing other biologically important questions as:

• The evolutionary history of PPI networks and dominant processes modifying its
nodes and the binding strength of its edges on an evolutionary timescale.

• Steady state and dynamical properties of a binding equilibrium state determined
by protein concentrations and the set of dissociations constants of individual
protein-protein interactions.

• Robustness and stability of this equilibrium state with respect to noise and per-
turbations.

In the second part of this chapter I will move beyond purely topological analysis
to quantify the binding equilibrium in graded PPI networks and thus touch upon the
last two topics from the list.
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7.2 Detecting Non-Random Topological Patterns in PPI Networks

PPI networks (as any other biological entities) lack the top-down design. Instead,
selective forces of biological evolution shape them from raw material provided by
random events such as mutations within individual genes, and gene duplications. As
a result their connections are characterized by a large degree of randomness. One
may wonder which connectivity patterns are indeed random, and which arose due to
particular mechanisms of the network growth, evolution, and/or its functional design
principles and limitations? In this chapter I will describe a general set of algorithms
aimed at detection of topological patterns in these networks that strongly deviate
from random null-model expectations and thus are of a potential functional and/or
evolutionary significance.

7.2.1 Single-Node Topological Properties: Degree Distribution

The first markedly non-random feature of PPI networks is an extremely broad dis-
tribution of nodes’ degrees (sometimes also called connectivities) defined as the
number of immediate binding partners of a given protein [14,15]. While the majority
of proteins have just a few binding interactions with other proteins, there exist some
protein nodes, to which we will refer to as “hubs”, with an unusually large number of
immediate binding partners. Degrees of the most connected nodes in such a network
is typically several orders of magnitude larger than the average degree of a node in
the network. Often the degree histogram N (K ) can be approximated by a power
law N (K ) ∼ K −γ in which case the network is referred to as scale-free [14]. The
empirically observed values of the exponent γ typically range between 2 and 3.

High throughput Yeast Two-Hybrid (Y2H) experiments consistently generate
networks with scale-free or nearly scale-free architecture (the corresponding plots
are all presented e.g. in Ref. [19]). Another high-throughput experimental technique
- tandem affinity purification-mass spectrometry (TAP-MS) - also generates net-
works with a broad degree distribution, which however is markedly different from
a simple power-law functional form possibly due to inclusion of indirect interac-
tions [20] (that is to say interaction links between proteins in the same multi-protein
complex that are not in direct contact with each other).

Three explanation/simple models interpreting the ubiquitous broad degree distri-
bution in PPI networks were proposed in the recent literature:

• The first, evolutionary, explanation relies on duplication-divergence models
[21,22,23,20] to explain the appearance of protein hubs. The linear preferential
attachment term, which is known to generate networks with scale-free topology
[14], naturally appears in these models for the following reason: a protein with
K binding partners has K chances to get a new partner as a result of duplica-
tion of already existing one. In case of a growing genome this gives rise to a
broad degree distribution consistent with that measured in PPI networks. With
small modifications these models are also applicable to explain the broad degree
distribution in any protein network.
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• The second, biophysical, explanation, first proposed in [24] and later refined and
extended in [25,19], does not rely on the assumption of an expanding genome.
Instead, it explains the appearance of the hub proteins by variations in proteins’
overall “stickiness” quantified by the average hydrophobicity of their surfaces.
The likelihood of detection of a given protein-protein binding interaction depends
on its dissociation constant Ki j which is proportional to the exponent of binding
free energy. Thus a narrow (Gaussian) distribution of the latter would corresponds
to a broad (log-normal) distribution of the former, which in its turn could result in
a broad degree distribution. Biophysical models [24,25,19] assume that the bind-
ing free energy of a pair of interacting proteins is linearly correlated with the sum
of their individual stickiness factors. This assumption turns out to be sufficient to
give rise to PPI networks with realistic topological properties. Unlike duplication-
divergence models this explanation is uniquely applicable to PPI networks and
sheds no light on broad degree distribution observed in other biological networks.

• Finally, the third, functional, explanation interprets the broad degree distribution
in terms of large variability in the complexity of tasks performed by an organism.
Proteins participating in simpler tasks may need just a few interaction partners,
while those used in more complicated and global tasks become hubs. An evidence
in favor of this interpretation is provided by the positive correlation [15] between
protein’s degree and its essentiality (lethality of its null mutant). This functional
explanation of the broad degree distribution doesn’t exclude the previous two. In
fact it relies on gene duplications and non-specific “sticky” interactions between
proteins to generate the new binding pairs from which the evolution would sub-
sequently select the functionally important ones.

One aspect of a broad distribution of node degrees in protein interaction net-
works, is the possibility of amplification and exponential spread of signals and
perturbations propagating in the network. The upper bound on the one step amplifi-
cation of a signal or perturbation propagating in an undirected network is given by

A = 〈K (K − 1)〉
〈K 〉 . (7.1)

Here and in what follows the angular brackets 〈·〉 denote the averaging over
all nodes in the network. Thus defined amplification factor A measures the aver-
age number of neighbors to which the signal/perturbation can be potentially trans-
mitted in one step. The above equation follows from the observation that a sig-
nal/perturbation arrives at a given node via one of its K edges and leaves along any
of its K − 1 remaining links. Hence the probability for a node to be involved in this
process linearly scales with its degree K favoring hubs over low-connectivity nodes.
The above picture might be generalized if one assumes a certain finite probability p
for a perturbation to spread to a given neighbor. For pA ≤ 1 perturbations eventu-
ally dies out and hence affects only a small fraction of nodes in the network. On the
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other hand, for pA > 1 perturbations propagating in the network might be exponen-
tially amplified, and thus interfere with functional signals over the entire network.

The amplification factor A in scale-free networks is typically very large. For
example, its value calculated in the yeast PPI network based on the full dataset of
Ref. [2] is as high as 26. This is because for � < 3 the sum

∑Kmax
K=1 K (K − 1)

K −γ defining the network average 〈K (K−1)〉 and approximated by an integral∫ Kmax

1 K (K −1)K −γ d K formally diverges at its upper cutoff. In practice that means
that the value of A is determined by degrees Kmax of the few largest hubs in
the system. This is why undesirable cross-talk propagation through a network of
physical interactions presents a potential problem. Later on we would return to the
question of cross-talk and demonstrate how both the topological [16] and the equi-
librium/dynamical [26] properties of PPI networks help to reduce such undesirable
interference between functional biological signals.

7.2.2 Edge Swapping Algorithm: Constructing
a Randomized Network

The first step in detecting non-random topological patterns in a network is to con-
struct its meaningful randomized version (the null-model ). A broad distribution of
degrees indicates that the degree itself is an important characteristic of a node and as
such it should be preserved in its randomized version [16]. Higher-level topological
patterns in such networks could only be discovered by comparison with the null-
model that has the same degree distribution as the original network. A simple yet
efficient algorithm generating a random network (or, if desired, multiple realizations
of random networks) that preserves degrees of individual nodes was proposed in
[27,16]. It consists of multiple repetitions of the following simple edge swapping
move (elementary rewiring step) illustrated in Fig. 7.1:

switch
partners

A

C

DB DB

A

C

Fig. 7.1 One step of the random local rewiring algorithm. A pair of edges A–B and C–D is
randomly selected. The two edges are then rewired in such a way that A becomes connected to D,
while C to B, provided that none of these new edges already exist in the network, in which case
the rewiring step is aborted and a new pair of edges is selected. An independent random network
is obtained when the above local switch move is performed a large number of times (several times
in excess of the total number of edges in the network)
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Randomly select a pair of edges A–B and C–D and rewire them in such a way
that A becomes connected to D, while C to B. To prevent the appearance of multiple
edges connecting the same pair of nodes, the rewiring step is aborted and a new pair
of edges is selected if any one of the new edges already exists in the network. A
repeated application of the above rewiring step leads to a randomized version of the
original network. A rule of the thumb we use in most of our simulations is that in
a network containing E edges the edge-swapping step needs to be repeated around
3E time to generate a fully-randomized null-model network. The set of MATLAB
programs generating such a randomized version of any complex network can be
downloaded from [28].

Sometimes it is desirable that a null-model random network in addition to nodes’
degrees conserves some other quantitative topological property of a network. In
this case the random rewiring algorithm described above should be supplemented
with the additional Metropolis acceptance/rejection criterion [29]. Let’s consider
a concrete example in which one wants to generate a random network with the
same set of nodes’ degrees and the same number N (
) of triangles as in the original
undirected network [29]. The number of triangles in a network is closely related to
its “clustering coefficient” which is a measure of network’s modularity [30]. Hence,
by conserving N (
) one generates a null-model with the same average level of mod-
ularity as the original network. The Metropolis version [29] of the random rewiring
algorithm uses an auxiliary “energy function” H that favors the number of triangles
in a randomized network N (
)

r to be as close as possible to its value N (
) in the
original network:

H =
(
N (�)

r − N (�)
)2

N (�)
(7.2)

As usual the Metropolis rules accept any edge-swapping step that lowers the
energy H or leaves it unchanged. On the other hand, steps leading to a ΔH
increase in the “energy” H are accepted with probability exp(−ΔH/T ). Here
the exact rules of the algorithm depend on (typically very small) “temperature” T
introduced to prevent the sequence of rewiring steps from getting stuck in a local
(often non-representative) energy minimum. In order to get a random network
with N (�)

r sufficiently close to N (�) the temperature should be selected to be as
small as possible without sacrificing the ergodicity of the problem. In the end one
could always “prune” the resulting ensemble of random networks by leaving only
networks with N (�)

r = N (�). Another option is to perform a simulated annealing
randomization scheme that starts with a relatively high temperature and then
gradually lowers it to zero.

7.2.3 Detecting Non-Random Topological Patterns in a Network

Once the desired null model randomized network is generated one could use it
to find out which topological quantities in the real complex network significantly
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deviate from their values in this null model. Such deviations are best quantified by
the following two ratios.

The first ratio is

R( j) = N ( j)

Nr ( j)
(7.3)

where N ( j) is the number of times the pattern j is seen in the real network, and
Nr ( j) is the average number of its occurrences in an ensemble of randomized net-
works, generated e.g. by one of the local rewiring algorithms described above. Pat-
terns selected by design or evolution of the network would manifest themselves by
R( j) > 1, while suppressed patterns correspond to R( j) < 1.

While R( j) determines the magnitude of the suppression/enhancement it tells
one nothing about the statistical significance of the effect. This latter quantity is
quantified by another ration – the Z-score of the deviation:

Z ( j) = N ( j) − Nr ( j)

ΔNr ( j)
, (7.4)

where ΔNr ( j) is the standard deviation of Nr ( j) measured in a sufficiently large
ensemble of randomized networks.

Alternatively the statistical significance of the difference between real and ran-
domized networks can be quantified in terms of its P-value. The P-value is defined
as the probability that the number of patterns Nr ( j) in a randomized network is
larger or equal (or smaller or equal in case when N ( j) < Nr ( j)) than N ( j). If one
can verify that Nr ( j) is a Gaussian-distributed random variable, the Z-score can be
easily converted to the P-value.

One particular case of detection of non-random topological patterns in networks
was presented in [31,32]. The authors of this study first exhaustively labeled all
three- and four-node subgraphs such as e.g. a feed-forward or a feedback loops
in directed networks. Then they identified the network motifs j whose abundance
N ( j) in the real complex network is significantly higher (or lower) than null-model
expectations in a random network. To properly identify over- or under-represented
higher-order (e.g. four-node) motifs one needs to factor in already detected non-
random patterns on a three-node level. To achieve this goal the Ref. [32] used our
edge-swapping Metropolis algorithm [29] (see Eq. 7.2 ) preserving all statistically
significant three-node motifs. The number N ( j) of four-node motifs contained in a
given complex network was then compared to its expected value in a randomized
network preserving not only the in- and out-degrees but also the numbers of all
significantly over- or under-represented three-node subgraphs.
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7.2.4 An Example: Correlations Between Degrees
of Neighboring Nodes

This section presents another example of applying the general pattern-detection
scheme described in the previous section.

The correlation profile of a network quantifies correlations between degrees of
its neighboring nodes [16,29]. To find out the exact pattern of these correlations
one compares N (K0, K1) – the number of edges connecting nodes of degree K0 to
those of degree K1 – and Nr (K0, K1) ± ΔNr (K0, K1), which is its value in a ran-
domized network generated by the edge-swapping algorithm. Correlations manifest
themselves as systematic deviations of the ratio

R(K0, K1) = N (K0, K1)/Nr (K0, K1) (7.5)

away from 1. Statistical significance of such deviations is quantified by their
Z-score

Z (K0, K1) = (N (K0, K1) − Nr (K0, K1))/ΔNr (K0, K1) , (7.6)

where ΔNr (K0, K1)/N is the standard deviation of Nr (K0, K1) in an ensemble of
randomized networks.

Multiple randomized versions of a protein binding network obtained in a high
throughput Y2H experiment of Ito et al. [2] were constructed by randomly rewiring
its edges, while preventing multiple connections between a given pair of nodes, as
described in the previous chapter.

Figure 7.2 shows the ratio R(K0, K1) while Fig. 7.3 – the statistical significance
Z (K0, K1) of deviations between the real and randomized networks visible in Fig.
7.2. To calculate these ratios 1000 randomized networks were sampled and degrees
were logarithmically binned into two bins per decade. The combination of R- and
Z -profiles reveals the regions on the K0 − K1 plane, where connections between
proteins in the real network are significantly enhanced or suppressed, compared to
the null model. In particular, the dark region in the upper right corner of Figs. 7.2, 7.3
reflects the reduced likelihood that two hubs are directly linked to each other, while
light-colored regions in the upper left and the lower right corners of these figures
reflect the tendency of hubs to associate with nodes of low degree. One should also
note a prominent feature on the diagonal corresponding to an enhanced affinity
of proteins with between 4 and 9 physical interaction partners towards each
other. This feature can be tentatively attributed to members of multi-protein
complexes interacting with other proteins from the same complex. The above
range of degrees thus correspond to a typical number of direct interaction partners
of a protein in a multi-protein complex. When we studied pairs of interacting
proteins in this range of degrees we found 39 of such pairs to belong to the same
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Fig. 7.2 Correlation profile of the protein interaction network in yeast. The ratio R(K0, K1) =
N (K0, K1)/Nr (K0, K1). Here N (K0, K1) is the number of edges connecting nodes of degree K0

to those of degree K1 in the full yeast PPI set of Ref. [2], while Nr (K0, K1) is the same quantity in
a randomized version of the same network, generated by the random rewiring algorithm described
in the text. Note the logarithmic scale of both axes
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Fig. 7.3 Statistical significance of correlations present in the protein interaction network in yeast
quantified by the Z-score (Eq. 7.6). Here N (K0, K1) is the number of edges connecting nodes of
degree K0 to those of degree K1 in the full yeast PPI set of Ref. [2], while Nr (K0, K1) is the same
quantity in a randomized version of the same network, generated by the random rewiring algorithm
described in the text, and ΔNr (K0, K1) is the standard deviation of Nr (K0, K1) measured in 1000
realizations of the randomized network. Note the logarithmic scale of both axes
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complex in the recent high-throughput study of yeast protein complexes [9]. This is
about 4 times more than one would expect to find by pure chance alone.

When analyzing molecular networks one should consider possible sources of
errors in the underlying data. Two-hybrid experiments in particular are known to
contain a significant number of false positives and probably even more of false
negatives.

The evidence of a significant number of false negatives lies in the fact that only a
small fraction of functionally plausible interactions were detected in both directions
(the bait-hybrid of a protein A interacting with the prey-hybrid of a protein B as well
as the prey-hybrid of a protein A interacting with the bait-hybrid of a protein B). It is
also attested by a relatively small overlap in interactions detected in the two indepen-
dent high-throughput two hybrid experiments [1,2]. There exist a number of plausi-
ble explanations of these false negatives. First of all, binding may not be observed
if the conformation of the bait or prey chimeric protein blocks relevant interaction
sites or if it altogether fails to fold properly. Secondly, it is not entirely clear if
the number of cells in batches used in high-throughput two hybrid experiments is
sufficient for any given bait-prey pair to meet in at least one cell. Finally, 391 out
of potential 5671 baits in Ref. [2] were not experimentally tested because they were
found to activate the transcription of the reporter gene in the absence of any prey
proteins.

Several sources of false positives are also commonly mentioned in the
literature:

• In one scenario spurious interactions of highly connected baits are thought to
arise due to a low-frequency indiscriminate activation of the reporter gene in
the absence of any prey proteins. Such false positives (if they exist) are easy
to eliminate by using curated high-throughput datasets that contain only protein
pairs that were observed, say, at least 3 times in the course of the experiment.
We have shown that all qualitative features of the correlation profile of the pro-
tein interaction network reported above remain unchanged when one uses such
curated datasets [33].

• In another scenario the interaction between proteins is real but it never happens in
the course of the normal life cycle of the cell due to spatial or temporal separation
of participating proteins. However, it is hard to believe that such non-functional
interactions would be preserved for a long time in the course of evolution. Hence,
it is dubious that such false-positives would be ubiquitous.

• In yet another scenario an indirect physical interaction is mediated by one or more
unknown proteins localized in the yeast nucleus. However, since in two-hybrid
experiments bait and prey proteins are typically highly overexpressed, it is only
very abundant intermediate proteins that can give rise to an indirect binding. The
relative insignificance of indirect bindings is attested by a relatively small number
of triangles (178 vs ∝ 100 in a randomized version) in the protein interaction
network. Indeed, an indirect interaction of a protein A with a protein B effec-
tively closes the triangle of direct interactions A-C and C-B with an intermediate
protein C.
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Fortunately, qualitative features of correlation profiles of complex networks are
very robust with respect to unbiased set of false positives and false negatives. Indeed,
as previously undetected edges are added to the network (or falsely detected edges
are removed from it) the average connectivity of its nodes changes. As a result
correlation features visible in its correlation profiles may shift their positions and
intensity, but are likely to preserve their qualitative characteristics up to a very high
level of false positives or false negatives.

The data for the yeast PPI network analyzed in this section come from a high
throughput experiment performed in one lab using a unique experimental technique
[2]. This fact makes it a perfect candidate for correlation profiling. Indeed, since
almost all pairs of yeast proteins were tested as potential interacting partners, the
statistical information contained in the resulting network contains no anthropogenic
bias. On the other hand, when the information about edges in a network is obtained
from a database, combining results of many experimental groups using various tech-
niques, one should worry about a hidden anthropogenic factor: some proteins just
constitute more attractive subjects of research and are, therefore, relatively better
studied than the others. The level of clustering in networks based on the database
data may be overestimated due to several reasons: 1) With the exception of sys-
temwide experiments such as high-throughput two-hybrid screens in yeast [1,2],
experimentalists are more likely to check for interactions between pairs of proteins
within the same functional group. 2) A complete analysis of all possible pairwise
interactions within a small group of proteins would influence the level of clustering
in the network. In this case this group would manifest itself by relatively dense
pattern of interactions with other members of the same group.

7.3 Equilibrium and Dynamical Properties of PPI Networks

While topological properties of PPI networks in themselves constitute a fascinating
subject, they represents just a first step towards more quantitative understanding of
network’s equilibrium and dynamical properties. In this chapter we make the next
logical step in this direction. To this end we calculate the binding equilibrium of the
PPI network in baker’s yeast S. cerevisiae and quantitatively study its response to
various perturbations. For the most part this chapter follows our earlier publications
[26,34].

Networks of protein-protein physical interactions (PPI) are known to be intercon-
nected on a genome-wide scale. In such “small-world” PPI networks most pairs of
nodes can be linked to each other by relatively short chains of interactions involving
just a few intermediate proteins [17]. While globally connected architecture facili-
tates biological signaling and possibly ensures a robust functioning of the cell fol-
lowing a random failure of its components [35], it also presents a potential problem
by providing a conduit for propagation of undesirable cross-talk between individual
functional modules and pathways. Indeed, large (several-fold) changes in proteins’
levels in the course of activation or repression of a certain functional module affect
bound concentrations of their immediate interaction partners. These changes have
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a potential to cascade down a small-world PPI network affecting the equilibrium
between bound and unbound concentrations of progressively more distant neigh-
bors including those in other functional modules. Most often such indiscriminate
propagation would represent an undesirable effect that has to be either tolerated or
corrected by the cell. On the other hand, a controlled transduction of reversible con-
centration changes along specific chains of interacting proteins may be used for bio-
logically meaningful signaling and regulation. A routine and well known example of
such regulation is inactivation of a protein by sequestration with its strong binding
partner.

Below we quantitatively investigate how large concentration changes propagate
in the PPI network of yeast S. cerevisiae. We focus on the non-catalytic or reversible
binding interactions whose equilibrium is governed by the Law of Mass Action
(LMA) and do not consider irreversible, catalytic processes such as protein phos-
phorylation and dephosphorylation, proteolytic cleavage, etc. While such catalytic
interactions constitute the most common and best studied mechanism of intracellular
signaling, they represent only a rather small minority of all protein-protein physical
interactions (for example, only ∼5% links in the yeast PPI network used in our study
involve a kinase). Furthermore, the balance between free and bound concentrations
of proteins matters even for irreversible (catalytic) interactions. For example, the
rate of a phosphorylation reaction depends on the availability of free kinases and
substrate proteins that are both controlled by the LMA equilibrium calculated here.
Thus perturbations of equilibrium concentrations considered in this study could be
spread even further by other mechanisms such as transcriptional and translational
regulation, and irreversible posttranslational protein modifications.

7.3.1 The Assignment of Dissociation Constants Ki j

To illustrate the general principles on a concrete example, below we use a highly
curated genome-wide network of protein-protein physical interactions in yeast (S.
cerevisiae) that, according to the BIOGRID database [36], were independently
confirmed in at least two publications. The topological data are combined with
a genome-wide dataset of protein abundances (or total = free+bound intracel-
lular concentrations) in the log-phase growth in rich medium, measured by the
TAP-tagged western blot technique [37]. Average protein concentrations in this
dataset range between 50 and 1,000,000 molecules/cell with the median value
around 3000 molecules/cell. After keeping only the interactions between proteins
with known concentrations we were left with 4185 binding interactions among
1740 proteins.

The BIOGRID database [36] lists all interactions as pairwise and thus lacks
information about multi-protein complexes larger than dimers. Thus in the main
part of this study we consider only homo- and hetero-dimers and ignore the
formation of higher-order complexes. We have previously demonstrated [26]
that multi-protein complexes could be easily incorporated into our analysis.
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Furthermore, it was shown that taking into account such complexes leaves our
results virtually unchanged.

The state-of-the-art genome-wide PPI datasets lack information on dissociation
constants Ki j of individual interactions. The only implicit assumption is that the
binding is sufficiently strong to be detectable by a particular experimental tech-
nique (some tentative bounds on dissociation constants detectable by different tech-
niques were recently reported in [38]). A rough estimate of the average binding
strength in functional protein-protein interactions could be obtained from the PINT
database [39]. This database contains about 400 experimentally measured dissoci-
ation constants between wildtype proteins from a variety of organisms. In agree-
ment with predictions of Refs. [40,25] the histogram of these dissociation con-
stants has an approximately log-normal shape. The average relevant for our cal-
culations is that of the association constant 〈1/Ki j 〉 =1/(5nM). Common sense
dictates that the dissociation constant of a functional binding between a pair of
proteins should increase with their abundances. The majority of specific physical
interactions between proteins are neither too weak (to ensure a considerable number
of bound complexes) nor unnecessarily strong. Indeed, there is little evolutionary
pressure towards increasing the binding strength between a pair of proteins beyond
the point when both proteins (or at least the rate limiting one) spend most of their
time in the bound state. The balance between these two opposing requirements is
achieved by the value of dissociation constant Ki j equal to a fixed fraction of the
largest of the two abundances Ci and C j of interacting proteins. In our simulations
we used Ki j = max(Ci , C j )/20 in which case the average association constant
nicely agrees with its empirical value (1/(5nM)) observed in the PINT database
[39]. In addition to this, perhaps, more realistic assignment of dissociation con-
stants we also simulated PPI networks in which dissociation constants of all 4185
edges in our network are equal to each other and given by 1nM, 10nM, 100nM,
and 1μM.

7.3.2 Concentration-Coupled Proteins

The Law of Mass Action (LMA) relates the free (unbound) concentration Fi of a
protein to its total (bound and unbound) concentration Ci as

Fi = Ci

1 + ∑
j Fj/Ki j

(7.7)

Here the sum over j includes all specific binding partners of the protein i with
free concentrations Fj and dissociation constants Ki j . The above equation follows
from the Law of Mass Action equilibrium value of the bound (dimer) concentration
Di j = Fi Fj/Ki j and the mass conservation Ci = Fi +

∑
j Di j . While in the general

case the set of N nonlinear equations (7.7) does not allow for an analytical solution
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for Fi , they are readily solved numerically e.g. by successive iterations starting from
Fi = Ci . Our MATLAB program solving this equation can be downloaded at (28).

To investigate how large changes in abundances of individual protein affect the
equilibrium throughout the PPI network we performed a systematic numerical study
in which we recalculated the equilibrium free concentrations of all protein nodes fol-
lowing a twofold increase in the total concentration of just one of them: Ci → 2Ci .
This was repeated for the source of twofold perturbation spanning the set of all 1740
of proteins in our network The magnitude of the initial perturbation was selected
to be representative of a typical shift in gene expression levels or protein abun-
dances following a change in external or internal conditions. Thus here we simulate
the propagation of functionally relevant changes in protein concentrations and not
that of background stochastic fluctuations. A change in the free concentration Fj

of a protein j was deemed to be significant if it exceeded the 20% level, which
according to Ref. [41] is the average magnitude of cell-to-cell variability of protein
abundances in yeast. We refer to such protein pairs i→ j as concentration-coupled.
The detection threshold could be raised simultaneously with the magnitude of the
initial perturbation. For example, we found that the list of concentration-coupled
pairs changes very little if instead of twofold (+100%) perturbation and the 20%
detection threshold one applies a sixfold (+500%) initial perturbation and twofold
(100%) detection threshold.

In general we found that lists of concentration-coupled proteins calculated for
different assignments of dissociation constants strongly overlap with each other. For
example, more than 80% of concentration-coupled pairs observed for the variable
Ki j = max(Ci , C j )/20 assignment described above were also detected for the uni-
form assignment Ki j = const = 10nM. This relative robustness of our results allows
us to use the latter conceptually simple way to assign the dissociation constants to
illustrate our findings in the rest of this chapter.

7.3.3 Cascading Concentration Changes in PPI Networks

Our main observations are:

• On average, the magnitude of cascading changes in equilibrium free concentra-
tions exponentially decays with the distance from the source of a perturbation.
This explains why, despite a globally connected topology, individual modules in
such networks are able to function fairly independently.

• Nevertheless, specific favorable conditions identified in our study cause perturba-
tions to selectively affect proteins at considerable network distances (sometimes
as far as four steps away from the source). This indicates that in general, such
cascading changes could not be neglected when evaluating the consequences of
systematic changes in protein levels, e.g. in response to environmental factors,
or in gene knockout experiments. Conditions favorable for propagation of per-
turbations combine high yet monotonically decreasing concentrations of all het-
erodimers along the path with low free (unbound) concentrations of intermediate
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proteins. While reversible protein binding links are symmetric, the propagation
of concentration changes is usually asymmetric with the preferential direction
pointing down the gradient in the total concentrations of proteins.

The results of our quantitative network-wide analysis of these effects are sum-
marized in Fig. 7.4 and Table 7.1. From Fig. 7.4B one concludes that the fraction
of proteins with significantly affected free concentrations rapidly (exponentially)
decays with the length L of the shortest path (network distance) from the perturbed
protein. The same statement holds true for bound concentrations if the distance is
measured as the shortest path from the perturbed protein to any of the two proteins
forming a heterodimer. Thus, on average, the propagation of concentration changes
along the PPI network is indeed considerably dampened. On the other hand, from
Table 7.1 one concludes that the total number of multi-step chains along which
concentration changes propagate with little attenuation remains significant for all
but the largest values of the dissociation constant. These two observations do not
contradict each other since the number of proteins separated by distance L (the last
column in Table 7.1) rapidly grows with L .
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Fig. 7.4 (A) The statistics of propagation of concentration changes. The number of concentration
coupled protein pairs versus the dissociation constant Ki j = const = Kd . Different curves cor-
respond to different network distances L separating two proteins: L = 1 (solid circles), L = 2
(empty diamonds), and L ≥ 3 (solid squares). Note that for large Kd the number of concentration-
coupled pairs decays as 1/

√
Kd . (B) Indiscriminate propagation of concentration perturbations

is exponentially suppressed. The fraction of proteins with free concentrations affected by more
than 20% among all proteins at network distance L from the perturbed protein. Different curves
correspond to simulations with Ki j = const = 1nM (solid circles), 10nM (empty squares), 0.1μM
(solid diamonds), and 1μM (empty triangles)
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Table 7.1 The number of concentration-coupled pairs of yeast proteins separated by network
distance L . Numerical simulations (twofold initial perturbation, 20% detection threshold) were
performed for different assignment of dissociation constants: Ki j = max(Ci , C j )/20 (column 2),
Ki j = const =1nM, 10nM, 0.1μM,1μM (columns 3–6). The column 7 lists the total number of
protein pairs at distance L

L var. 5nM 1nM 10nM 0.1μM 1μM all

1 2003 2469 1915 1184 387 8168
2 415 1195 653 206 71 29880
3 15 159 49 8 0 87772
4 2 60 19 0 0 228026
5 0 3 0 0 0 396608

7.3.4 Conditions Favoring the Multi-Step Propagation
of Perturbations

What conditions favor the multi-step propagation of perturbations along particular
channels? In Fig. 7.5A we show a group of highly abundant proteins along with all
binding interactions between them. Then on panel B of the same figure we show
only those interactions that according to our LMA calculation give rise to highly
abundant heterodimers (equilibrium concentration >1000 per cell). This breaks the
densely interconnected subnetwork drawn in the panel A into 10 mutually isolated
clusters. Some of these clusters contain pronounced linear chains that serve as
conduits for propagation of concentration perturbations. The fact that perturbations
indeed tend to propagate via highly abundant heterodimers is illustrated in the next
panel (Fig. 7.5 C) where red arrows correspond to concentration-coupled nearest
neighbors. Evidently, the edges in panels B and C largely (but not completely)
coincide. Additionally, the panel C defines the preferred direction of propagation of
perturbations from a more abundant protein to its less abundant binding partners. To
further investigate what causes concentration changes to propagate along particular
channels we took a closer look at eight three-step chains A → A1 → A2 → B
with the largest magnitude of perturbation of the last protein B (twofold detection
threshold following a twofold initial perturbation). The identification of intermedi-
ate proteins A1 and A2 was made by a simple optimization algorithm searching for
the largest overall magnitude of intermediate perturbations along all possible paths
connecting A and B.

Inspection of the parameters of these chains shown in Fig. 7.6 allows one to
conjecture that for a successful transduction of concentration changes, the following
conditions should be satisfied:

• Heterodimers along the whole path have to be of sufficiently high concen-
tration Di j .

�
Fig. 7.5 (continued) abundance A reduces free concentration of its immediate binding partner B
by 20% or more. Note that links roughly coincide with highly abundant dimers shown in the panel
B. Arrows reveal the preferential direction of propagation of perturbations
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(c)

(b)
(a)

Fig. 7.5 (a) All binding links between a subset of 312 highly abundant proteins. (b) Binding links
characterized by high concentration of heterodimers (> 1000 molecules/cell). The level of gray
of binding links scales with the logarithm of concentration of the corresponding heterodimer.
(c) Concentration-coupled proteins A → B with the property that a twofold increase in the
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Fig. 7.6 Parameters of the eight three-step chains that exhibit the best transduction of concentration
changes as described in the text. The bound (dimer) concentrations Di j (A), total concentrations
Ci (B), and free-to-total concentration ratios Fi /Ci (C) of all dimers and proteins involved in
these cascading changes are plotted versus the position along the chain (1 being the initially per-
turbed protein). Different symbols mark eight different highly-transducing chains. Dashed lines
correspond to network-wide geometric averages of the corresponding quantities: 〈Di j 〉 ∼ 100
copies/cell, 〈Ci 〉 ∼ 3000 copies/cell, and 〈Fi/Ci 〉 = 13%

• Intermediate proteins have to be highly sequestered. That is to say, in order to
reduce buffering effects free-to-total concentration ratios Fi/Ci should be suffi-
ciently low for all but the last protein in the chain.

• Total concentrations Ci should gradually decrease in the direction of propagation.
Thus propagation of perturbations along virtually all of these long conduits is uni-
directional and follows the gradient of concentration changes (a related concept
of a “gradient network” was proposed for technological networks in Ref. [42]).

• Free concentrations Fi should alternate between relatively high and relatively
low values in such a way that free concentrations of proteins at steps 2 and 4
have enough “room” to go down. The two apparent exceptions to this rule visible
in Fig. 7.6 may be optimized to respond to a drop (instead of increase) in the level
of the first protein.

These findings are in agreement with our more detailed numerical and analytical
analysis of propagation of fluctuations presented in [34]. In [34] we demonstrated
that the linear response of the LMA equilibrium to small changes in protein abun-
dances could be approximately mapped to a current flow in the resistor network in
which heterodimer concentrations play the role of conductivities (which need to be
large for a good transmission) while high Fi/Ci ratios result in the net loss of the
perturbation “current” on such nodes and thus need to be minimized.
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7.3.5 Robustness with Respect to Assignment
of Dissociation Constants

It has been often conjectured that the qualitative dynamical properties of biolog-
ical networks are to a large extent determined by their topology rather than by
quantitative parameters of individual interactions such as their kinetic or equilib-
rium constants (for a classic success story see e.g. [43]). Our results generally
support this conjecture, yet go one step further: we observe that the response
of reversible protein-protein binding networks to large changes in concentrations
strongly depends not only on topology but also on abundances of participating pro-
teins. Indeed, perturbations tend to preferentially propagate via paths in the network
in which abundances of intermediate proteins monotonically decrease along the path
(see Fig. 7.5). Thus by varying protein abundances while strictly preserving the
topology of the underlying network, one can select different conduits for propaga-
tion of perturbations.

On the other hand our results indicate that these conduits are to a certain degree
insensitive to the choice of dissociation constants. In particular, we found (see
Fig. 7.7) that equilibrium concentrations of dimers and the remaining free (unbound)
concentrations of individual proteins calculated for two different Ki j assignments
(Ki j = const = 5nM and Ki j = max(Ci , C j )/20 with the inverse mean of 5nM)
had a high Spearman rank correlation coefficient of 0.89 and even higher linear
Pearson correlation coefficient of 0.98. The agreement was especially impressive
in the upper part of the range of dimer concentrations (see Fig. 7.7). For exam-
ple, the typical difference between dimer concentrations above 1000 molecules/cell
was measured to be as low as 40%. As we demonstrated above it is exactly these
highly abundant heterodimers that form the backbone for propagation of concentra-
tion perturbations. Thus it should come as no surprise that sets of concentration-
coupled protein pairs observed for different Ki j assignments also have a large
(∼ 70–80%) overlap with each other. Such degree of robustness with respect to
quantitative parameters of interactions can be partially explained by the following
observation: proteins whose abundance is higher than the sum of abundances of
all of their binding partners cannot be fully sequestered into heterodimers for any
assignment of dissociation constants. As we argued above, such proteins with sub-
stantial unbound concentrations considerably dampen the propagation of perturba-
tions, and thus cannot participate in highly conductive chains. Another argument
in favor of this apparent robustness is based on extreme heterogeneity of wildtype
protein abundances (in the dataset of Ref. [37] they span 5 orders of magnitude).
In this case concentrations of heterodimers depend more on relative abundances of
two constituent proteins than on the corresponding dissociation constant (within a
certain range).

In a separate numerical control experiment we verified that the main results of
this study are not particularly sensitive to false positives and false negatives in the
network topology inevitably present even in the best curated large-scale data. The
percentage of concentration-coupled pairs surviving a random removal or addition
of 20% of links in the network generally ranges between 60% and 80%.
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Fig. 7.7 The scatter plot of 4185 bound concentrations Di j (panel A) and 1740 values of
free concentrations Fi (panel B) calculated for two different assignments of dissociation con-
stants to links in the PPI network. The x -axis was computed for the homogeneous assignment
Ki j = const = 5nM , while the y-axis - for the heterogeneous assignment Ki j = max(Ci , C j )/20
with the same average strength. The dashed lines along the diagonals are drawn at x = y, while
the horizontal and vertical solid lines denote the concentration of 1 molecule/cell. Note that equi-
librium concentrations in the upper part of their range (e.g. above 1000 molecules/cell) are nearly
independent of the choice of Ki j . Also, our choice of heterogeneous assignment nearly elimi-
nates free or bound concentrations in a biologically unreasonable range where functional dimers
of monomers are present in less than one copy per cell

7.3.6 Effects of Intracellular Noise

Another implication of our findings is for intracellular noise, or small random
changes in total concentrations Ci of a large number of proteins. The randomness,
smaller magnitude, and the sheer number of the involved proteins characterize the
differences between such noise and systematic several-fold changes in the total con-
centration of one or several proteins considered above. Our methods allow one to
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Fig. 7.8 The magnitude of the extrinsic (panel A) and the intrinsic (panel B) noise in free con-
centrations Fi of proteins when their total concentrations Ci fluctuate by 20%. Solid diamonds
show the values of average noise calculated for log-binned free concentrations Fi . In this plot
Ki j = const = 1nM. One can see that while the extrinsic noise is suppressed in the low-Fi region
corresponding to highly sequestered proteins, the intrinsic noise is uniformly high and reaches as
much as >300% in the mid-Fi range

decompose the noise in total abundances of proteins into biologically meaningful
components (free concentrations and bound concentrations within individual protein
complexes). Given a fairly small magnitude of fluctuations in protein abundances
(on average around 20% [41]), one could safely employ a computationally-efficient
linear response algorithm (see [34]). Several recent studies [44], [45], [41] distin-
guish between the so-called extrinsic and intrinsic noise. The extrinsic noise corre-
sponds to synchronous or correlated shifts in abundance of multiple proteins that,
among other things, could be attributed to variation in cell sizes and their overall
mRNA and protein production or degradation rates. Conversely, the intrinsic noise
is due to stochastic fluctuations in production and degradation and thus lacks corre-
lation between different proteins. We found that extrinsic and intrinsic noise affect
equilibrium concentrations of proteins in profoundly different ways (see Fig. 7.8).
In particular, while multiple sources of the extrinsic noise partially (yet not com-
pletely) cancel each other, intrinsic noise contributions from several sources can
sometimes add up and cause considerable fluctuations in equilibrium free and bound
concentrations of particular proteins.
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Chapter 8
From Protein Interaction Networks
to Protein Function

Mona Singh

Abstract The recent availability of large-scale protein-protein interaction data
provides new opportunities for characterizing a protein’s function within the context
of its cellular interactions, pathways and networks. In this paper, we review com-
putational approaches that have been developed for analyzing protein interaction
networks in order to predict protein function.

8.1 Introduction

A major challenge in the post-genomic era is to determine protein function at
the proteomic scale. Most organisms contain a large number of proteins whose
functions are currently unknown. For example, about one-third of the proteins
in the baker’s yeast Saccharomyces cerevisiae—arguably one of the most well-
characterized model organisms—remain uncharacterized. Traditionally, computa-
tional methods to assign protein function have relied largely on sequence homology.
However, the recent emergence of high-throughput techniques for determining pro-
tein interactions has enabled a new line of research where protein function is
predicted by utilizing interaction data.

Proteome-scale physical interaction networks, or interactomes, have been deter-
mined for several organisms, including yeast and human. These networks are com-
prised of direct physical interactions between proteins (typically obtained via two
hybrid analysis [FS89]) as well as of interactions indicating that two proteins are part
of the same multi-protein complex (review, [BK03]). High-throughput experiments
have also linked together proteins in several other ways, and it is possible to build
large-scale networks consisting of links between proteins that are synthetic lethals
or are coexpressed, or between proteins where one regulates or phosphorylates the
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other (review, [ZGS07]). In addition to interaction networks that have been deter-
mined experimentally, there are a number of computational methods for building
functional interaction networks, where two proteins are linked if they are predicted
to perform a shared biological task (review, [GK00])).

In this chapter, we review some of the basic computational methods developed
for analyzing protein interaction networks in order to predict protein function. The
majority of these methods use some version of guilt-by-association, where proteins
are annotated by transferring the functions of the proteins with which they inter-
act. The methods differ in the extent to which they use global properties of the
interactome in annotating proteins, what topological features of the interactome
they exploit, and whether they rely on first identifying tight clusters of proteins
within the interactome before transferring annotations. Additionally, the underly-
ing formulations are quite diverse, typically exploiting and further developing well
understood concepts from graph theory, graphical models, discriminative learning
and/or clustering.

While there are many sorts of protein interaction networks, we will largely limit
our discussion to networks comprised of physical interactions between proteins. It
is often straightforward to apply the methods overviewed in this chapter to other
types of interaction networks; however, performance of methods is expected to vary
on different types of networks, perhaps dramatically, as the underlying topological
features of these networks can be different. We refer the reader to other excellent
reviews [AS06, SUS07] for alternate viewpoints that additionally consider function
prediction methods that integrate physical interaction networks with data from other
experimental sources.

8.2 Preliminaries

8.2.1 Protein Function

Protein function is an abstract notion that can mean different things. The Gene
Ontology (GO) [ABB00] classifies function into separate categories, each of which
contains a directory of terms and specifies the relationships between them. The two
categories referring most directly to function are molecular function and biologi-
cal process. The molecular function of a protein describes its biochemical activity,
whereas its biological process specifies the role it plays in the cell or the pathway
in which it participates. Additionally, GO organizes terms relating to location; the
cellular component category has terms which refer to the places where the protein
is found. These views of protein function are largely orthogonal: for example, pro-
teins with the same molecular function can play a role in different pathways, and
a pathway is built of proteins of various molecular functions. From the perspective
of function prediction, molecular functions, which correspond to the intrinsic fea-
tures of the protein, are often predicted based on sequence or structural similarity
to proteins of known function, whereas biological processes, being fundamentally
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collaborative, are often predicted based on a protein’s functional interaction partners
(e.g., the proteins with which it is co-expressed or the proteins with which it interacts
physically). In this chapter, when we refer to a protein’s function, we will typically
mean its biological process, though a protein’s cellular component may also be
effectively predicted based on its interaction partners via guilt-by-association.

8.2.2 Notation

As elsewhere in this book, a protein-protein interaction network is represented as a
graph G = (V, E), where there is a vertex v ∈ V for each protein, and an edge (u, v)
between two vertices u and v if the corresponding proteins interact. Throughout the
chapter, self-interactions are ignored. Let N denote the number of proteins in the
network. The network can also be represented by its N × N adjacency matrix A,
where Auv = 1 if (u, v) ∈ E and 0 otherwise. Let F be the set of possible protein
functional annotations. Each protein may be annotated with one or more annotations
from F . That is, each vertex v ∈ V may have a set of labels associated with it.
The edges in the network may be weighted; typically the weight wu,v on the edge
between u and v reflects how confident we are of the interaction between u and v. If
each interaction given in the network is considered equally trustworthy, the network
may be considered unweighted or with unit-weighted edges.

Many approaches discussed below utilize the “neighborhood” of a protein. Let
Nr (u) denote the neighborhood of protein u within radius r ; that is, Nr (u) is the set
of proteins where each protein has some path in the network to u that is made up of
at most r edges. Thus, N0(u) consists of protein u, N1(u) consists of protein u and
all proteins that interact with u, N2(u) consists of the proteins in N1(u) along with
all proteins that interact with any of the proteins in N1(u), and so on.

8.3 Assessing Interaction Reliability

Before delving into the various methods that have been developed for analyzing
interactomes in order to predict protein function, we briefly discuss the important
issue of network reliability. In particular, it is well known that high-throughput phys-
ical interaction data are noisy, and that reliability of different data sources vary, even
if they are based on the same underlying technology (e.g., see [vMKS+02, DSC03,
SSM03]). Weighted networks are thus useful in the context of protein function pre-
diction, as weights can be chosen to model the reliability of each physical interac-
tion. Here, we review a simple scheme for assessing physical interaction reliability
[NJA+05], that is essentially the same as the ones used in several approaches for
data integration [vMHJ+03, JCB+04].

For each experimental source i (e.g., each high-throughput data set may be
considered as coming from a single source), let ri denote the probability that an
interaction observed in this experiment is a true physical interaction. Assuming that
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the observations from each experimental source are independent, it is possible to
estimate the probability of a physical interaction between proteins u and v as:

1 − Πi (1 − ri ),

where the product is taken over all experiments i where an interaction between u
and v is found. This estimate can be used as the weight wu,v of the edge between
u and v. If ri is chosen to be identical for all experimental sources, this approach
simply gives higher reliability to physical interactions that have been observed mul-
tiple times. Alternatively, for each experimental source i , ri can be estimated by
computing, for example, the fraction of its interactions that connect proteins with
a known shared function. It has been shown that a wide range of network analysis
algorithms perform better in predicting protein function when utilizing this scheme
for assessing interaction reliability than when considering all interactions as equally
likely [NJA+05, CSW06].

There are also several probabilistic data integration schemes that combine many
different types of data (e.g., expression, localization and physical interaction) in
order to functionally link proteins (e.g., [vMHJ+03, TDO+03, JYG+03, LDAM04]).
Each link is associated with a weight that represents the probability, or some other
confidence measure, that the two corresponding proteins are functionally related.
The resulting weighted networks can then be used for protein function prediction.
Though closely related, note that predicting functional linkages is not the same as
predicting the function of a protein, as each protein can be linked with varying lev-
els of confidence to several proteins with multiple biological process annotations;
some method or rule is still necessary to decide which annotations are transferred.

While in this chapter we often describe the basic algorithms in the context of
unweighted networks, many of the methods discussed have been extended in a
straightforward manner to incorporate weighted edges.

8.4 Algorithms

Numerous computational methods have been developed for functionally annotat-
ing proteins using interaction networks. Our discussion below categorizes methods
based upon their underlying formulations and algorithmic solutions.

8.4.1 Local Approaches

The simplest method for predicting the function of a protein from an interaction map
is to assign to each protein the biological process that is most frequent among its
direct interactions [SUF00]. In this case, the score for annotating a protein u with a
particular annotation a could be the number (or alternatively the fraction) of proteins
that u interacts with that are annotated with a. In the case of weighted interaction
networks, a weighted sum can be used instead. This majority or neighborhood-
counting approach is purely local, and takes only limited advantage of the
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underlying graph structure of the network. Subsequent graph-theoretic approaches
have attempted to generalize this principle to consider linkages beyond the immedi-
ate neighbors in the interaction graph, both to provide a systematic framework for
analyzing the entirety of physical interaction data for a given proteome, and to make
predictions for proteins with no annotated interaction partners.

One way to extend the majority approach is by predicting a protein’s function
by looking at all proteins within a neighborhood of specified radius and finding
over-represented functional annotations [HNO+01]. For each protein u and a fixed
radius r , this neighborhood approach considers all proteins in Nr (u) (i.e., within
radius r of u) and then for each function, computes a score based on the χ2 test.
Specifically, the score is computed as ( f −e)2

e , where f is the number of proteins
with the function under consideration within the neighborhood and e is the num-
ber of proteins expected to have that function within the neighborhood, given the
frequency of the function in the entire interactome. The function with the highest
χ2 score is assigned to the protein. With radius one, this approach is similar to the
simpler majority approach; however, if two functions annotate the same number
of a protein’s direct neighbors, the neighborhood approach would favor the one
that annotates fewer proteins in the entire interactome. While this approach moves
beyond direct neighbors, it does not consider any aspect of network topology within
the local neighborhood. For example, Fig. 8.1 shows two interaction networks that
are treated equivalently when considering a radius of two and annotating protein u;
however, in the first case, all paths that connect protein u to the annotated proteins
share a common link (between u and v), and in the second case, there are several
independent paths between u and the annotated proteins, and moreover, two of these
proteins are directly adjacent to u. Perhaps because this method completely ignores
network topology within neighborhoods, its biological process predictions are best
when considering neighborhoods of radius one [HNO+01]. A recent extension
attempts to include proteins at radius two by assigning weights to each protein in the

u

x

y

v

w

y

v w

x

u

Fig. 8.1 Two protein interaction graphs, where dark colored nodes correspond to proteins that are
known to take part in the same process, and light colored nodes do not have biological process
annotations. When annotating protein u, a neighborhood approach [HNO+01] with radius two
would treat these networks equivalently, despite the stronger evidence in the second network for
protein u to be annotated with the function of the proteins corresponding to the dark colored
nodes
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neighborhood by favoring the number of shared interactions it has with the protein
being annotated, and then scoring each function based on its weighted frequency
in the neighborhood [CSW06]; intuitively, this weighting scheme has similarities to
the Czekanowski-Dice distance described in Section 4.6.

8.4.2 Graph Cuts

Since in many cases the local neighborhood of a protein may not contain enough
annotated proteins to determine protein function well, global methods that consider
the entire network and its annotations are necessary. Several methods have been
proposed that exploit the global topological structure of the interaction network by
annotating proteins so as to minimize the number of times different annotations
are associated with interacting proteins [VFMV03, KML+04, NJA+05]. The func-
tions can be considered simultaneously [VFMV03, NJA+05], or just one at a time
[KML+04].

If all functions are considered at the same time, this optimization problem is
a generalization of the computationally difficult minimum multiway k-cut problem
[DJP+92], where the goal is to partition a graph in such a way that each of k terminal
nodes belongs to a different subset of the partition and so that the (weighted) number
of edges that are “cut” in the process is minimized. In the more general version of
the multiway k-cut problem relevant to protein functional annotation, the goal is
to assign a function to all the unannotated nodes so as to minimize the sum of the
weights of the edges joining nodes with no function in common. In the case where
one function is considered at a time, each protein that is known to have that function
is labeled as a “positive” and each protein that is known to have some function but
not the one being considered is labeled as a “negative.” It is straightforward to see
that this formulation of the problem can be stated as a minimum cut problem, and
thus exact solutions are obtainable in polynomial time (e.g., see [CLR90]).

Several techniques have been applied to solve these cut problems for interac-
tomes. In the case where one function at a time is considered, a deterministic
approximation algorithm has been applied to obtain a single solution per func-
tion [KML+04]. In this application, a version is also considered where edges are
assigned (positive) weights based on the correlation of the corresponding proteins’
expression profiles. In subsequent work, this formulation has been solved exactly
using a minimum cut algorithm [MWK+06]. In the case where multiple functions
are considered at once, simulated annealing has been applied and solutions from
several runs have been aggregated [VFMV+03]. That is, the score of a function for
a particular protein is given by the number of runs in which the simulated annealing
solution annotates the protein with the function. The simulated annealing approach
is a heuristic and thus does not guarantee an optimal solution to the underlying
optimization problem.

An integer linear programming (ILP) formulation for the generalized multiway
cut problem has also been proposed [NJA+05]. While ILP is computationally diffi-
cult from a theoretical point of view, in practice optimal solutions to this ILP, and
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thus the original optimization problem, can be readily obtained for existing physical
interactomes using AMPL [FGK02] and the commercial solver CPLEX [ILO00].
In this formulation, there is a node variable xu,a for each protein u ∈ V and each
possible functional annotation a in the set of functions F . This variable will be set
to 1 if protein u is predicted to have function a. If a protein u has known functional
annotations, variables xu,a are fixed as 1 for its known annotations a and as 0 for all
other annotations. There is also an edge variable xu,v,a for each possible functional
annotation a and each pair of interacting proteins u and v. This variable is set to 1 if
both proteins u and v are annotated with function a. Minimizing the weighted num-
ber of neighboring proteins with different annotations is the same as maximizing
the number with the same annotation, and so we have the following ILP:

maximize
∑

(u,v)∈E,a∈F xu,v,awu,v

subject to
∑

a xu,a = 1 if annot(u) = ∅
xu,a = 1 if a ∈ annot(u)
xu,a = 0 if a �∈ annot(u), annot(u) �= ∅
xu,v,a ≤ xu,a for (u, v) ∈ E and a ∈ F
xu,v,a ≤ xv,a for (u, v) ∈ E and a ∈ F
xu,v,a, xu,a ∈ {0, 1} for all u, v and a.

(8.1)

Here, annot(u) is the set of known annotations for protein u. The final constraint
is the integrality constraint. The first constraint specifies that exactly one functional
annotation is made for any protein. The second and third constraints ensure that if
protein u is annotated with function a, xu,a is set as a constant to 1, and if protein
u is annotated but not with function a, xu,a is set as a constant to 0. The fourth and
fifth constraints ensure that a particular function is picked for an edge only if it is
also chosen for the corresponding proteins.

An important consideration in this framework is the existence of multiple opti-
mal solutions. For example, the network in Fig. 8.2 has seven minimum cuts of
value one, and the cut criterion does not favor any one cut over the other. However,
we expect proteins that are closer together in the network to have more similar
biological process annotations than those that are further apart. Thus, in the net-
work in Fig. 8.2, we would want the proteins closer to v1 to be annotated with its
function a1, and the proteins closer to v8 to be annotated with its function a2. If we
find all optimal cuts for this graph, we observe that v2 is in fact annotated with a1

a2 a1 

v1 v2 v3 v4 v5 v6 v7 v8

Fig. 8.2 Proteins v1 and v8 are annotated with functions a1 and a2, respectively. There are seven
ways to annotate proteins so that there is only one edge that connects proteins with different anno-
tations. However, proteins further away from protein v1 are less likely to have function a1 than
those closer to v1. A single cut of the graph does not take into account such distance effects
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more often than with a2 in the assignments made by these cuts. Thus, a sense of
distance to annotated nodes can be present in the set of all optimal solutions. In the
simulated annealing approach to this problem, information from multiple solutions
is utilized [VFMV03]. If each run does indeed converge to an optimal solution,
considering multiple runs amounts to sampling from the space of optimal solutions.
The ILP can also be modified to find multiple solutions [NJA+05]. One approach
is based on solution exclusion, and constraints are added to the ILP that require
each consecutive solution to be different from any previous one in the values it
assigns to at least 5% of the node variables. Alternatively, it is possible to change
the formula to include uniform self-weights wu,a for each protein u and function a.
These self-weights are then perturbed by adding a very small random offset to each.
The objective function is changed to:

maximize
∑

(u,v)∈E,a∈F
xu,v,awu,v +

∑

u∈V,a∈F
xu,awu,a,

subject to the same set of constraints. The perturbation in weights is too small to
change the solution to the underlying problem, but it does cause the solver to choose
a different optimal solution. The score for a function for a protein is then the number
of times this function is assigned to the protein among the obtained solutions.

8.4.3 Markov Random Field

Markov random field approaches have also been introduced for the problem of
predicting protein function from interaction networks [DZM+03, DCS03, LK03].
A Markov random field is an undirected graphical model that represents the joint
probability distribution of a set of random variables. It is specified by an undirected
graph where each vertex represents a random variable and each edge represents
a dependency between two random variables, such that the state of any random
variable is independent of all others given the states of its neighbors. The joint
distribution represented by a Markov random field is computed by considering a
potential function over each of its cliques. That is, for N random variables Xi , the
probability of an assignment of the states is given by:

Pr(X1 = x1, . . . , X N = xN ) = 1

Z
e− ∑

k Φk (X{k}),

where k enumerates all cliques, Φk is the potential function associated with the
k-th clique, X{k} gives the states of the k-th clique’s random variables, and Z is a
normalizing constant.

In an application to protein function annotation via network analysis [DZM+03,
DCS03], one function at a time is considered. Each protein has a random vari-
able associated with it, and its state corresponds to whether the function under
consideration is assigned or not. It is assumed that the joint distribution can
be expressed as an expression that considers only cliques of size at most two
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(i.e., edges). This means that the potential function evaluating the network is a linear
expression composed of terms over the vertices and edges. So,

Pr(X1 = x1, . . . , X N = xN ) = 1

Z
e−(

∑
u∈V φ1(X{u})+

∑
(u,v)∈E φ2(X{u,v})),

where φ1 computes the vertex “self-term” and the φ2 computes the pairwise edge
term. The self-term potential is chosen to correspond to the prior probability for
annotating a protein with a particular function; it takes into account the frequency of
the function in the network. The pairwise edge potential is chosen to have different
values corresponding to the three cases where either the interacting proteins both
have the function under consideration, or they both do not have that function, or
one has that function and the other does not; these values are determined using a
quasi-likelihood method. Note that these values are not necessarily the same for
each function. The posterior probability that a protein has the function of interest is
computed using Gibbs sampling, and then if this value is above a chosen threshold,
the function is predicted for the protein. As noted earlier [DTSC04], this model is
a generalization of the per-function cut-based method [KML+04], and is similar
to that of the multiple function cut formulation [VFMV03]. In particular, the cut-
based models assume the same fixed value for interactions between proteins of the
same function (or for interactions between a protein of one function and any other),
regardless of function; this may not be the best assumption, as different functions
may transfer annotations to varying degrees.

A somewhat different Markov random field approach for protein function anno-
tation has also been proposed [LK03]. In particular, it is assumed that the number
of neighbors of a protein that have a particular functional annotation is binomially
distributed according to a parameter that differs depending on whether the protein
has that function or not. The posterior probabilities for each protein are computed
via a heuristic version of belief propagation (review, [YFW03]).

8.4.4 Network Flow-Based Methods

While cut-based approaches take into account more global properties of interaction
maps, they do not reward local proximity in the network. For example, if only two
proteins have annotations in a particular network, all other proteins will be labeled
by one of these annotations, regardless of the size of the network. One attempt to
overcome this problem uses the idea of network flow [NJA+05]. Network flow is
dual to the notion of graph cut (e.g., see [CLR90]); however, here network flow is
used as the inspiration for a simulation method. Informally, each protein of known
functional annotation is a “source” of “functional flow” that can be propagated to
unannotated nodes, using the edges in the interaction graph as a conduit. Each pro-
tein has a “reservoir” which represents the amount of flow that the node can pass
on to its neighbors at the next iteration, and each edge has a capacity (its weight)
limiting the amount of flow that can pass through the edge in one iteration. Each
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iteration of the algorithm updates the reservoirs using simple local rules described
below. The simulation is run for a fixed number of steps, and a functional score for
each protein is obtained by summing the total amount of flow for that function that
the protein has received over the course of the simulation. This method incorporates
a notion of distance in the network as the effect of each annotated protein on any
other protein decreases with increasing distance between them. Network connectiv-
ity is exploited, as multiple disjoint paths between functional sources and a protein
results in more flow to the protein.

More formally, for each protein u in the interaction network, there is a variable
Ra

t (u) that corresponds to the amount in the reservoir for function a that node u has
at time t . For each edge (u, v) in the interaction network, there are variables ga

t (u, v)
and ga

t (v, u) that represent the flow of function a at time t from protein u to protein
v, and from protein v to protein u. The algorithm runs for d time steps or iterations.
At time zero, there are only reservoirs of function a at annotated nodes:

Ra
0 (u) =

{∞ if u is annotated with a
0 otherwise.

Since reservoirs are infinite in the source proteins, the sources always have
enough flow in their reservoir to fill the capacity of their outgoing edges. At each
subsequent time step, the reservoir of each protein is computed by considering the
amount of flow that has entered the node and the amount that has left:

Ra
t (u) = Ra

t−1(u) +
∑

v:(u,v)∈E

(ga
t (v, u) − ga

t (u, v)).

Initially, at time 0, there is no flow on the edges, and ga
0 (u, v) = 0. At each sub-

sequent time step, flow proceeds “downhill” and satisfies the capacity constraints.
That is, flow only spreads from proteins with more filled reservoirs to nodes with
less filled reservoirs. Moreover, a node pushes the flow residing in its reservoir to
its neighbors proportionally to the capacities of the respective edges. Specifically,
the flow over edges at time t > 0 is given by:

ga
t (u, v) =

⎧
⎪⎨

⎪⎩

0, if Ra
t−1(u) < Ra

t−1(v)

min

(
wu,v, Ra

t−1(u)
wu,v∑

(u,y)∈E wu,y

)
, otherwise.

Finally, the functional score for node u and function a over d iterations is calcu-
lated as the total amount of flow that has entered the node:

fa(u) =
d∑

t=1

∑

v:(u,v)∈E

ga
t (v, u).
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For each protein, the function with the highest score is taken as its prediction,
provided this score is greater than some threshold.

Note that a source’s immediate neighbor in the graph receives d iterations worth
of flow from the source, while a node that is two links away from the source receives
d − 1 iterations worth of flow. Similarly, the number of iterations for which the
algorithm is run determines the maximum number of interactions that can sepa-
rate a recipient node from a source in order for the flow to propagate from the
source to the recipient. For the protein interaction context, a relatively small number
of iterations has worked well in practice (e.g., less than half the diameter of the
network).

Recently, a similar deterministic flow-based simulation approach has been devel-
oped for finding clusters in protein interaction networks [CHRZ07].

8.4.5 Discriminative Learning Methods

An alternate approach for predicting protein function from protein interaction net-
works is to use machine learning techniques within a classification framework. Sup-
port vector machines (SVMs) are machine learning methods that embed positive and
negative examples in a feature space and then find a maximal separating hyperplane
in this space [Vap98, Bur98]. They have been applied in the context of function
prediction via network analysis [LBC+04, TN04], where each function is consid-
ered in turn, and each protein is labeled as positive or negative based upon whether
it is annotated with the function of interest. The key technical issue is how each
protein u in the network is mapped into a point xu in the feature space. If proteins
are “close” in the network, then this mapping should ensure that they are also close
in the feature space. The mapping can be given implicitly via a positive definite
kernel matrix K . This kernel matrix specifies the inner product (i.e., Kuv = xT

u xv);
since the discriminant function for SVMs is specified via inner products, explicit
representations of the points are not necessary.

In [LBC+04], two kernels are considered. First, a linear kernel is created where
each entry Kuv corresponds to the dot product of the N -dimensional vectors repre-
senting the interactions of proteins u and v. The more similar the interaction patterns
for the proteins, the larger this value is in the kernel matrix; this kernel does not
capture more global properties of the network. Second, a diffusion kernel [KL02]
is created where the kernel value Kuv can be interpreted as the probability that a
random walk starting from u will be at v after infinite time steps; the transition
probabilities between nodes are dependent on a parameter specifying the rate of dif-
fusion. The diffusion kernel accounts for all possible paths connecting two proteins,
with nodes that are connected with shorter paths or by several paths considered more
similar. It has been shown that the diffusion kernel captures the global constraint that
the sum of the Euclidean distances between connected samples is bounded, but that
this can lead to large variances in the pairwise distances [TN04]. This observation
has led to the development of a locally constrained diffusion kernel, which captures
additional local constraints requiring that the Euclidean distance between connected



150 M. Singh

samples be more tightly bound. SVMs using the locally constrained diffusion kernel
are found to better predict protein function than those using the original diffusion
kernel.

8.4.6 Clustering

The approaches reviewed above exploit the idea that neighboring proteins tend to
have similar biological processes. More broadly, cellular networks have been pro-
posed to be organized in a modular fashion [HHLM99]. These modules correspond
to sets of proteins that take part in the same cellular function or together comprise
a protein complex. One general class of approaches for predicting protein func-
tion thus attempts to cluster protein interaction networks in order to uncover these
functional modules. These functional modules, or clusters, are useful for annotat-
ing uncharacterized proteins, as the most common functional annotation within a
cluster can be transferred to its uncharacterized proteins. An alternate approach for
transferring annotations uses the hypergeometric distribution to determine, for each
function, whether it is enriched in a cluster, and if so, to transfer this function to
all proteins in the cluster. Such an approach computes a p-value for a particular
function in a cluster as:

p = 1 −
i= f −1∑

i=0

(F
i

)(N−F
n−i

)
(N

n

) ,

where N is the number of proteins in the network, F is the number of proteins in the
network annotated with the function under consideration, n is the size of the cluster,
and f is the number of proteins within the cluster annotated with that function.

Cluster analysis is of course widely used in many diverse applications. As a
result, a large number of general clustering methods have been developed, and many
of these have been applied to interactome data. Broadly speaking, we consider three
types of methods for clustering interaction networks. The first group of methods
cluster interaction networks using standard distance- or similarity-based clustering
techniques; the key issue here is typically in deciding on a suitable distance or sim-
ilarity measure between two proteins in an interaction network. The second group
of methods are network-based hierarchical methods that attempt to partition the
entire network. The third group of methods focus on identifying local clusters in the
network. We also describe a number of approaches that cannot be easily classified
in any of the previous groups.

We note that some methods use only local neighborhood information when clus-
tering whereas others use more global features of the network; nevertheless, even
when using local features to cluster proteins, clustering can be performed on the
entire interactome, and thus in some sense, such clustering approaches incorporate
the global organization of the interactome as well.



8 From Protein Interaction Networks to Protein Function 151

8.4.6.1 Distance-Based Clustering

In many attempts to cluster interactomes, distances or similarities between pairs
of proteins are calculated, and then this distance or similarity matrix is used in con-
junction with standard clustering approaches such as hierarchical clustering. Various
similarity measures have been proposed for clustering interaction networks. In one
approach [SL03], the similarity between two proteins is determined by considering
each protein’s interactions, and computing the significance of their number of shared
interactions via a formula that is equivalent to the hypergeometric distribution. An
alternate approach that also measures the overlap between the sets of interactions for
each pair of proteins uses the Czekanowski-Dice distance [BCM+03]. For proteins
u and v, this is given by:

C D(u, v) = |N1(u)ΔN1(v)|
|N1(u) ∪ N1(v)| + |N1(u) ∩ N1(v)| ,

where Δ computes the symmetric difference between two sets. In addition to these
two measures [SL03, BCM+03], there are several other ways of computing the simi-
larity or distance between two proteins by considering only the overlap among their
direct interactions [GR03, KvMB03]. In contrast to these local measures, a more
global measure can be used where the distance between two proteins is calculated
as the shortest path distance between them in the network [AMM05]. In a related
earlier approach [RG03], each protein is associated with a vector that contains its
shortest path distance to all other proteins in the network. A similarity between
two proteins is obtained by computing the correlation coefficient between their cor-
responding shortest-path vectors. Since global and local similarity measures may
be quite different, this global shortest-path based similarity has also been used in
conjunction with a local connectivity coefficient measuring the common interactors
of two proteins [PH04].

For these methods, agglomerative hierarchical clustering is then performed. In
general, these methods build a hierarchy among proteins by progressively merging
groups of proteins that are closest or most similar to each other. The neighbor-
joining method [SN87] has also been used in the context of clustering interactomes
[BCM+03]; it favors merging items that are close to each other but also consid-
ers distances from the remaining items. Note that hierarchical clustering methods
do not automatically give the final partitioning of the network. In [BCM+03], the
separation into clusters is performed using existing biological process annotations,
whereby each cluster must have at least half of its proteins annotated by the same
term. This function is then transferred to the other proteins in the cluster.

In some applications of hierarchical clustering, there can be a problem where
distances among several items are identical. This is clearly the case when setting
the distance between two proteins as their shortest path distance in the network.
One solution to this problem is a two phase approach [AMM05]. In the first phase,
hierarchical clustering is performed many times, and each time there is a “tie in
proximity,” a random pair is chosen to merge. Each clustering process is stopped
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according to a threshold that considers the distances between all proteins in a cluster.
In the second phase, the fraction of solutions in which each protein pair is clustered
together is itself used as a similarity measure for a final round of clustering.

8.4.6.2 Network-Based Hierarchical Clustering

Girvan and Newman [GN02] introduce a divisive hierarchical clustering procedure,
based on edge betweenness. The betweenness for an edge is defined as the num-
ber of shortest paths between all pairs of vertices that run through that edge. It is
expected that edges between modules have more shortest paths through them than
those within modules, and therefore have higher betweenness values. Their proce-
dure to partition the network successively deletes edges with highest betweenness
values. The edge-betweenness clustering procedure has been applied to yeast and
human interaction data [DDS05]. The Girvan-Newman algorithm has also been
modified so that shortest paths are computed on weighted networks, and instead
of counting the total number of shortest paths through an edge, the total number of
“non-redundant” shortest paths through an edge are counted by considering paths
that do not share an endpoint [CY06]. Note that edge weights in this case correspond
to distances and not reliabilities or similarities. An alternate approach has modified
the Girvan-Newman algorithm by iteratively deleting the edge with lowest edge
clustering coefficient [RCC+04]. The edge clustering coefficient is a generalization
of the usual clustering coefficient (see Section 8.4.6.3), and measures the number of
triangles to which a given edge belongs, normalized by the number of triangles that
might potentially include it. To handle better the case where the edge is found in no
triangles, the edge clustering coefficient for edge (u, v) is defined as:

ECC(u, v) = zu,v + 1

min{|N1(u)| − 2, |N1(v)| − 2} ,

where zu,v gives the number of triangles that edge (u, v) participates in. Unlike
the edge betweenness measure, the edge clustering coefficient is a local measure;
however, in principle, this definition can be extended to handle higher order cycles
as well.

Divisive methods do not necessarily specify how to get modules or clusters from
the hierarchical grouping process. One working definition of a module is to consider
a set of vertices V ′ ⊂ V as a module if, for each of its vertices, the number of inter-
actions it has within V ′ (its indegree) is greater than the number of interactions it has
with vertices in V − V ′ (its outdegree) [RCC+04]. This condition can be weakened
so that a module only requires that the sum of the indegrees for the all vertices in the
module be greater than the sum of their outdegrees. The partitioning of the network
can now be performed so that an edge with highest edge betweenness or lowest
edge clustering coefficient is only removed if it results in two modules [RCC+04].
A slightly modified definition considers a set V ′ a module if the ratio of the number
of edges within V ′ to the number of edges from vertices in V ′ to vertices outside
of this set is greater than one [LYC+07]; this is almost the same criterion as that



8 From Protein Interaction Networks to Protein Function 153

for a weak module [RCC+04], except that edges within V ′ are not counted twice.
This definition has been used to uncover modules in an agglomerative procedure,
where singleton vertices are considered initially and edges are added back in, using
the reverse Girvan-Newman ordering, only if the edge is not between two modules.

8.4.6.3 Local Clustering

There are a number of approaches that attempt to isolate highly connected or dense
components within the larger protein interaction network. The density of a set of
vertices may be defined in many ways. The density of a set of vertices V ′ is some-
times computed as the total number of edges among the vertices in V ′ divided by
the total number of possible edges within V ′ (i.e.,

(|V ′|
2

)
). Finding the densest sub-

graph of a particular size is NP-hard (say by reduction from clique), and thus a
number of heuristic approaches have been developed. In [SM03], a Monte Carlo
procedure is developed that attempts to find a set of k nodes with maximum density.
A special case of density is the clustering coefficient. It is computed for a vertex
v as the density of the neighbors of v (i.e., N1(v) with v excluded). In [BH03],
each vertex is weighted using a measure similar to its clustering coefficient, but that
instead attempts to exclude the effects of low-degree vertices. Low degree vertices
are frequent in protein interaction networks, and may artificially lower the clustering
coefficients of highly connected vertices in dense regions of the network that also
happen to be connected to several vertices of low degree. The clustering coefficient
is instead computed over a k-core of the neighbors of each vertex, where k-cores are
maximal subgraphs of degree ≥ k. The vertex with highest weight seeds the search
process, and clusters are greedily grown out from it, with vertices being included
in the cluster if their weights are above a given threshold. Once no more vertices
can be added, this process is repeated for the next highest weighted unseen vertex
in the network. A greedy graph clustering approach is also taken by [AUASM+06].
Here, a cluster is grown so as to maintain the density of the cluster above a partic-
ular threshold, as well as to ensure that each vertex that is added to the cluster is
connected to a sufficient number of vertices already in the cluster. The process is
initialized by finding the vertex that has the largest number of common neighbors
with its neighbors (i.e., takes part in the largest number of triangles).

Instead of starting with the vertex that has highest weight according to some
measure, the clustering process can also be seeded with a group of proteins [Bad03,
AKGR04, MRW+05]. In the context of protein function prediction, these seed pro-
teins can consist of proteins that are known to share some function or that are known
to be part of the same complex. In [Bad03], each interaction is labeled with a con-
fidence value or reliability between 0 and 1, and a protein is added to the cluster if
there is a path from any seed protein to it such that the product of the reliabilities
of the edges in the path is greater than a preselected threshold; for each candidate
protein, this corresponds to computing its shortest path to any seed protein when
mapping each edge reliability to its negative logarithm. Note that this approach
scores the membership of a protein to the initial seed set using the probability of
its connection via the single-most probable path. In [AKGR04], random networks
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are utilized to compute the probability that protein u is a member of the same func-
tional group as the seed set of proteins. This probability is estimated by the fraction
of random networks in which a path exists from u to any protein in the seed set.
Each random network is generated by considering every edge in the original net-
work, and adding it into the network with probability proportional to its reliability
in the original network. This approach thus attempts to compute the probability of
a connection to the initial seed set via any path in the network. In [MRW+05], the
weight of each edge in the network corresponds to the probability of a functional
relationship given the observed evidence for the pair of proteins. The initial set of
seed proteins is first expanded to include a fixed number n1 of proteins that have
largest total weight on their edges to the proteins in the seed set. Then, all proteins
that are within radius two from one of the proteins in the seed set are considered.
The set is further expanded to include a fixed number n2 of proteins that have largest
connections to the query set when requiring all indirect paths to pass through the
proteins selected in the previous step, and taking the connection weight of each
such path as a product of the edge probabilities. This approach is thus ranking each
protein first by its expected number of direct interactions to the seed set, and then
by its expected number of indirect interactions through the first set.

Spectral analysis has also been applied to find dense substructures within pro-
tein networks [BZC+03]. Here, eigenvalues and eigenvectors of the adjacency
matrix of the network are computed. For each positive eigenvalue, its eigen-
vector is used to group together proteins. In particular, the proteins correspond-
ing to the larger components of the eigenvector tend to form dense subgraphs.
Groupings are further required to be of sufficient size and have large enough
interconnectivity.

8.4.6.4 Other Clustering Approaches

In [KPJ04], an initial random partitioning is modified by iteratively moving one
protein from one cluster to another in order to improve the clustering’s cost. The
cost measure considers for each protein the number of proteins within its assigned
cluster with which it does not interact, as well as the number of interactions from it to
proteins not assigned to its cluster; both should be small in ideal clusterings. In order
to avoid local minima, this local search is augmented by occasionally dispersing the
contents of a cluster at random. Additionally, a list of forbidden moves is kept to
prevent cycling back to a previous partition.

In [APF+06], k-clique percolation clusters are found. A k-clique is a complete
subgraph over k nodes, and two k-cliques are considered adjacent if they share
exactly k − 1 nodes. A k-clique percolation cluster consists of all nodes that can
be reached via chains of adjacent k-cliques from each other. One advantage of such
an approach is that each protein can belong to several clusters. Given that a protein
can have different roles in the cell, membership in several clusters is biologically
meaningful, and it may be useful to identify a strategy that can recover multiple
functions.

A clustering method based on (modified) random walks within a network has also
been developed [vD00, EDO02]. The protein interaction network is transformed
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into a Markov process, where transition probabilities from u to v and v to u are
associated with each edge (u, v) in the network; that is, the adjacency matrix is
converted to a stochastic matrix. The stochastic-flow algorithm alternates between
an expansion step, which causes flow to dissipate within clusters, and an inflation
step, which eliminates flow between different clusters. In the expansion step, the
probability transition matrix is squared; this corresponds to taking another step in a
random walk. In the inflation step, each entry in the stochastic matrix is raised to
the r -th power and then normalized to ensure that the resulting matrix is stochastic
again; for r ≥ 1, the inflation step tends to favor higher probability transitions, and
thus has the effect of boosting the probabilities of intra-cluster walks and demoting
inter-cluster walks. This process continues until convergence, at which point the
connected directed components are evident. Note that in this algorithm, it is the
inflation step that differentiates it from the traditional way of taking random walks
on a graph. This stochastic flow-based clustering procedure has been applied to a
protein interaction network that has been transformed into a line graph [PLEO04].
Here, each vertex in the new graph represents an interaction in the original network,
and any two vertices are adjacent if they share protein content (i.e., the correspond-
ing interactions in original network involve a common protein). The line graph
formulation allows the stochastic flow-based clustering to place each protein into
several clusters.

8.5 Evaluation of Methods

A comprehensive comparative evaluation of how different network analysis meth-
ods perform for the task of function prediction has not been performed. We briefly
outline a couple of previously proposed testing frameworks and showcase the
performance of some of the reviewed methods in these frameworks. Overall, it is
difficult to judge the comparative performance of different methods by surveying
the literature. This is due in part to differences in the testing framework, the gold
standard functional terms used, and the precise interaction networks under consid-
eration.

We note that because of the availability and quality of interaction and functional
annotation data, most of the existing testing has been performed in the baker’s yeast
Saccharomyces cerevisiae. Additionally, cross-validation testing is standard practice
in all frameworks. That is, the annotations of one (or more) protein is treated as
unknown, and the annotations of the remaining proteins, along with the network,
are used to predict its annotations.

8.5.1 Testing Frameworks

In [DZM+03], the following testing scheme is proposed. For each annotated protein
u with at least one annotated interaction partner, it is assumed to be unannotated
and its function is predicted. Let ku be the number of known functions for pro-
tein u, pu the number of predicted functions for protein u, and ou the amount of
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overlap between the set of known and predicted functions. The precision (or positive
predictive value) is defined as:

Precision =
∑

u ou∑
u pu

.

The recall (or sensitivity) is defined as:

Recall =
∑

u ou∑
u ku

.

In follow up work [DTSC04], 134 GO biological process terms are chosen for
consideration based on whether they annotate more than 50 proteins and none of
their child biological process terms annotate the same set of proteins. Since GO
is a directed acyclic graph and functional terms can be related to each other via
parent/child relationships, the authors suggest modifications to this basic scheme
when working with functions in a hierarchy. A possible weakness in this framework
is that proteins that have more annotations will have a larger effect on performance
measurements.

In [NJA+05], evaluation is performed per-protein. The MIPS [RZM+04] func-
tional hierarchy is used, with 72 biological process terms chosen from the second
level of hierarchy. For each protein, if the top scoring function is above some thresh-
old, it is the prediction for the protein. If a prediction is a known functional anno-
tation, it is considered a true positive, and otherwise, it is a false positive. In the
case of multiple top-scoring predictions, a protein’s prediction is counted as a true
positive if more than half of the predictions made for it are correct, and a false
positive otherwise. This approach is taken as a compromise between two extreme
cases. In the first case, a prediction for a protein can be counted as a true positive
if at least one of the predictions made for it is correct; however, in this case, a
method that predicts every protein to participate in every function would only have
true positives in this framework. At the other extreme, a protein can be counted
as a true positive if every prediction made for it is correct. This, however, would
count as false positives those proteins that get many correct predictions and only
one incorrect one. An alternate and perhaps better approach would be to compute
the precision and recall per-protein, and then average the results over proteins.

In [BvH06], a number of clustering approaches are evaluated as to how well they
recapitulate known yeast protein complexes. While this is not the same as assess-
ing the performance of function prediction, there is likely to be some relationship
between the two. The algorithms are run both on simulated networks where com-
plexes are embedded into the graph, and edges are added and removed at various
proportions, as well as on data sets obtained in high-throughput experiments. Per-
formance is measured by computing recall values (i.e., for each complex, find the
cluster which has the highest fraction of its proteins) and precision values (i.e., for
each cluster, find the maximal fraction of its proteins found in the same annotated
complex). In theory at least, it is also possible to use either of the above approaches
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[DZM+03, NJA+05] to evaluate how well the enriched biological processes in each
cluster predict protein function.

8.5.2 Performance of Methods

In [NJA+05], the majority, neighborhood, multiway-cut and flow formulations are
tested in two-fold cross-validation on the yeast proteome using ROC (receiver oper-
ating characteristic) analysis. Perhaps surprisingly, it is found that majority out-
performs the more complicated neighborhood and multiway-cut formulations. The
functional flow method outperforms majority (and the other methods) when con-
sidering proteins that interact with fewer than three annotated proteins of the same
function, and otherwise it performs similarly to majority. Further analysis shows that
the neighborhood method’s performance deteriorates when considering radii greater
than two, that the majority, multiway-cut and functional flow method improve when
incorporating interaction reliability, and that multiple solutions are necessary for the
cut-based method in order to get higher confidence predictions. The multiway-cut
formulation was previously found to outperform the majority method [VFMV03].
However, the measure of success used to judge performance there was the fraction of
times the top prediction for each protein is correct, and the score of the top prediction
was not considered. ROC analysis, as in [NJA+05], with a varying threshold gives a
more complete picture of performance, particularly with respect to high-confidence
predictions, and shows that majority outperforms the cut-based method over a large
false positive range, but the cut method is able to make predictions when majority
cannot. A subsequent paper [MWK06] also finds that a cut-based approach does
not outperform a strictly local approach which predicts function based on the frac-
tion (instead of number) of neighbors with a particular function. In their case, the
cut-based approach considered is the pairwise mincut problem of [KML+04].

In [DZM+03] and [CSW06], the authors find in leave-one-out testing that
the Markov random field approach [DZM+03] outperforms the majority [SUF00]
and neighborhood approaches [HNO+01] on the yeast interactome. However, the
Markov random field approach is closely related to the pairwise cut-based approach
except that different favorability values are permitted for intra-function interactions,
and a prior probability of the occurrence of each function is used [DTSC04]. Thus,
we might expect it to perform similarly to the cut-based methods. The added gener-
ality of the Markov random field approach over the cut-based approach may poten-
tially explain why the former performs better than majority whereas the latter does
not; however, a weakness with the testing as performed in [DZM+03, CSW06] is
that the rank of a function for a protein is used as its score for the majority and neigh-
borhood methods. This means, for example, that for the majority method, it does
not matter in this testing framework if the top-scoring function for a protein appears
nine times or one time among its direct interactions—both are treated equivalently.
It remains to be seen whether the Markov random field approach will outperform
the local method when scores—not ranks—are considered.
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Overall, it is clear that the highest confidence biological process predictions can
be made when a protein is interacting with many proteins with known annotation.
In this case, a majority scheme performs well, as do other methods. On the other
hand, when a protein is known to interact with only unannotated proteins, local
approaches such as majority cannot make any predictions, whereas the cut, flow,
Markov random field and clustering methods can. More broadly, for proteins with
few interactions or few interactions with proteins with known annotations, more
global methods are necessary for functional predictions. These methods are thus
likely to be especially useful for characterizing proteins in unusual or less-studied
proteomes.

Clustering methods have largely not been evaluated with respect to function
prediction. However, the study of [BvH06] finds that the stochastic flow-based clus-
tering procedure [vD00] is robust to alterations in the simulated data and clearly out-
performs the other methods tested [BH03, KPJ04, BWD96] in extracting complexes
from high-throughput physical interaction datasets.

8.6 Conclusions

In this paper, we have reviewed a number of methods that have been developed
for predicting protein function using protein interaction networks. There are many
interesting avenues for future research.

Moving forward, it is clear that a comprehensive evaluation for function pre-
diction via network analysis is necessary. It is likely that different methods per-
form well in different circumstances, and ideally an evaluation would bring to light
which method should be used in which situation. In particular, it should be possible
to relate topological features of the network to performance. For example, local
methods may be expected to perform well on dense networks. Additionally, the
performance of a method may depend on how well annotated the proteome is. Since
the experimentally determined interactomes of various organisms differ with respect
to their coverage, network density, and known annotations, such an evaluation will
be vital.

Here, we have focused our attention on methods for analyzing physical interac-
tion networks. However, though it is not always possible due to data availability, it
is clear that it is advantageous to incorporate and integrate information from several
sources. For example, in [NJA+05], a performance improvement is observed for all
methods tested—majority, cut-based, and flow-based—when incorporating infor-
mation about synthetic lethal interactions into physical interactomes. In well-studied
organisms, such data integration may result in networks with many proteins with
high degree, and local methods may work very well; however, in many organisms,
the resulting networks will remain sparse, and thus more global methods are likely
to be more useful in making novel functional predictions.

Most of the methods reviewed here for function prediction are based on
some variant of guilt-by-association. However, biological “cross-talk” is evident
in interactomes [SUF00], as there are many pairs of different biological processes
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recurring as annotations for interacting proteins. Future methods for predicting pro-
tein function will benefit from leveraging these types of interplay relationships
between biological processes. In particular, as focus shifts towards trying to pre-
dict more specific biological process terms for proteins, guilt-by-association will
become less powerful, as proteins performing specific different tasks work together
to perform some more general process. Similarly, the development of methods that
more directly exploit the functional hierarchy is likely to be fruitful. Promising
research along both of these lines has been initiated [KOY06, CP06].

To conclude, since large-scale physical interaction data have been available for
less than a decade, the development of approaches for predicting protein function
via analysis of interaction networks is just beginning, and there are many opportuni-
ties for future work. At the same time, the underlying graph-theoretic formulations
of the problem allow us to build upon decades of algorithmic and methodological
advances. With more sophisticated method development and careful testing, it is
clear that these types of network analysis approaches will play a significant role in
suggesting protein function and guiding future experimental verification.
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Chapter 9
Cross-Species Analysis of Protein-protein
Interaction Networks

Nir Yosef, Eytan Ruppin, and Roded Sharan

Abstract Data on protein-protein interactions are increasing exponentially. To date,
large scale protein interaction networks are available for human and most model
species. The arising challenge is to organize these networks into models of cellu-
lar machinery. As in other biological domains, a comparative approach provides a
powerful basis for addressing this challenge. In this chapter we review the on-going
effort for analyzing protein-protein interaction networks and signalling pathways
across species to infer conserved protein modules and predict protein function and
interaction.

9.1 Introduction

Recent technological advances enable the systematic characterization of protein-
protein interaction (PPI) networks across multiple species. Procedures such as yeast
two-hybrid [1] and protein co-immunoprecipitation [2] are routinely employed
nowadays to generate large-scale protein interaction networks for human and most
model species [3,4,5,6,7]. An arising challenge is to organize the accumulating
network data into models of cellular machinery. As in other biological domains,
a comparative approach provides a powerful basis for addressing this challenge,
allowing to overcome the high level of noise characterizing PPI data [8].

In this chapter we review current algorithms for protein network alignment and
querying, focusing on the problem of protein complex identification. Comparative
approaches to protein complex detection can be roughly classified into supervised
and unsupervised ones. In a supervised setting, one is given a protein complex of
interest and has to identify similar instances of this complex in another network.
This gives rise to a network query problem. In an unsupervised setting, one is given
two or more networks and has to identify regions that are conserved across the
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networks. The assumption is that conserved regions are likely to be biologically
significant. This gives rise to a network alignment problem. We start by presenting
techniques for comparing (aligning) two networks. We then discuss their general-
izations to multiple networks. Next, we present methods for querying subnetworks
within a network. Finally, we discuss methods to evaluate the quality of the inferred
modules and present a case study in which we compare the performance of current
alignment methods.

9.2 Preliminaries

We provide some basic graph theoretic notation and definitions that will be used
throughout the review. For background on graph theory the reader is referred to
[9,10].

Let G = (V, E) be a graph (or equivalently, a network) with a vertex set V and
an edge set E . We denote V (G) = V and E(G) = E . G is called connected if there
is a path between every pair of vertices. The degree of a vertex u is the number of
edges incident to u. The degree sequence of a graph G is a sorted list of the degrees
of its vertices. For a set of vertices V ′ ⊆ V , an induced subgraph with respect to V ′

is a subgraph whose vertex set is V ′ and whose edge set is E ′ = {(u, v) ∈ E : u, v

∈ V ′}. The distance d(u, v) between a pair of vertices u, v is the length (in edges)
of the shortest path between them. We define the distance of a vertex from itself to
be 0. For a vertex v, its neighborhood is N (v) = {u ∈ V : (u, v) ∈ E}. A path in a
graph is a sequence of vertices such that from each of its vertices there is an edge to
the next vertex in the sequence. A simple path is a path with no repeated vertices.

9.3 Methods for Pairwise Network Alignment

The network alignment problem calls for identifying network regions that are con-
served in their sequence and interaction patterns across two or more species. While
the general problem is hard, generalizing subgraph isomorphism, heuristic methods
have been devised to tackle it. In this section we review methods for comparing
a pair of networks. We present both local methods that try to identify conserved
subsets of the networks (corresponding to conserved protein complexes or path-
ways), and global methods that aim at finding a global (and ideally a one-to-one)
correspondence between the proteins in the two networks. In the next section we
give a brief overview of methods for multiple network alignment. Throughout this
section we denote by G0 and G1 a pair of PPI networks of two species 0 and 1.

9.3.1 Alignment-Graph Based Methods

One heuristic approach for the pairwise network alignment problem creates a
merged representation of the two networks being compared, called a network
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Fig. 9.1 Toy example of a network alignment. Networks 0 and 1 illustrate PPI networks of two
species. Each node represents a protein, solid lines represent PPIs and dotted horizontal lines rep-
resent homology relationships between proteins from the two species. The alignment graph for the
two networks appears on the right. Nodes represent pairs of sequence-similar proteins and edges
represent conserved interactions

alignment graph, facilitating the search for conserved subnetworks. In a network
alignment graph, the nodes represent pairs of proteins, one from each species,
and the edges represent conserved PPIs across the two species, see example in
Fig. 9.1. The alignment may consist of one-to-one correspondence between pro-
teins across the two networks; however, in general there may be a many-to-many
correspondence between proteins. This scenario can occur, for instance, when a
single protein from one species is homologous to multiple proteins from the other
species.

A network alignment graph provides the required framework for searching for
conserved subnetworks, since these subnetworks will appear as subgraphs with spe-
cific structure in the graph. For instance, conserved protein complexes might appear
as subgraphs of densely connected nodes. The heuristic was first used by Ogata
et al. [11] when searching for correspondences between the reactions of specific
metabolic pathways and the genomic locations of the genes encoding the enzymes
catalyzing those reactions. Later on, Kelley et al. [12] applied this heuristic to study
PPI networks. They translated the problem of finding conserved pathways to that of
finding high-scoring paths in the alignment graph.

Alignment-graph based methods proceed in several phases. First, an alignment
graph is constructed. Second, a procedure for scoring subgraphs of the alignment
graph is defined. Last, a search heuristic is employed to identify high scoring subnet-
works. In the rest of the section we will review three methods that use the alignment
graph heuristic: NetworkBLAST [13] NetworkBLAST-E [14] and MaWish [15]. As
these methods use similar graph construction and search procedures, we will mainly
highlight their differences with respect to the scoring component.

9.3.1.1 The Network Alignment Graph

In a network alignment graph the nodes represent pairs of proteins, one from each
species, and the edges represent conserved PPIs across the two species. The align-
ment between pairs of proteins from the two species is based on protein homology.
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For every pair of homologous proteins, u ∈ V (G0) and v ∈ V (G1), a node
a = (u, v) is added to the alignment graph.

The definition of edges in the alignment graph somewhat varies between the
different methods. In NetworkBLAST and NetworkBLAST-E, edges in the align-
ment graph represent conserved interactions, which are pairs of observed inter-
actions, one in each species, between corresponding homologous proteins. More
precisely, consider two nodes of the alignment graph, (u, u′) and (v, v′), where
u, v ∈ V (G0) and u′, v′ ∈ V (G1). The two nodes are linked if at least one of the
pairs (u, v), (u′, v′) is observed to interact in its PPI network and the second spans
proteins of distance at most two in the corresponding PPI network. See toy example
of this data model in Fig. 9.1

The MaWish algorithm uses a wider definition according to which an edge link-
ing two nodes (u, u′) and (v, v′), can either represent a conserved interaction (as in
Network BLAST), an interaction mismatch (where only one of those pairs directly
interacts), or a duplication event (where at least one of the pairs (u, v), (u′, v′) rep-
resents paralogous proteins).

9.3.1.2 Search Heuristic

The alignment graph is used as a platform for the search of conserved protein
complexes across multiple species. By construction, an induced subgraph C of
the alignment graph corresponds to two species-specific sets of proteins C0 and
C1, and can be assigned a score (or weight): Score(C). A good scoring scheme
should assign high scores to subnetworks that represent true conserved protein
complexes.

The methods described in the following use different scoring schemes but con-
ceptually similar heuristics to search for heavy (high scoring) subgraphs in the align-
ment graph. The search is performed in a bottom up manner, starting with small
subgraphs as ‘’seeds”. These seeds are then expanded by a greedy local procedure.
For example, the search in the NetworkBLAST-E algorithm is performed as follows:
For each node i in the alignment graph, identify a neighbor j such that the score
of this pair is maximum among all neighbors of i . The algorithm enumerates all
4-node subgraphs which contain i and j and whose weight is above some threshold.
These seeds are then greedily expanded, each time adding or deleting a node whose
modification increases the weight of the current subgraph the most. The output of
the search is a subnetwork C of the network alignment graph along with its corre-
sponding score.

9.3.1.3 NetworkBLAST

This method considers the two subnetworks C0 and C1 as independent. Two models
are defined, under which each of the subnetworks could have been created: a protein
complex model, MC , and a null model, MN . Protein complexes are expected to be



9 Cross-Species Analysis of Protein-protein Interaction Networks 167

dense subnetworks, a property that is formulated in MC by assuming that every edge
appears with some high probability β independently of all other vertex pairs1.

In the null model, MN , it is assumed that the respective network (G0 or G1)
was randomly selected from the collection of all networks with the same degree
sequence. This induces a probability ruv for each edge between two proteins (u, v).
The value of ruv is defined as the fraction of graphs with the same degree sequence
as the original graph that contain an edge between u and v, and can be estimated ana-
lytically [16], or using a Monte Carlo approach [13]. Notably ruv increases with the
degrees of u and v, thus penalizing non-specific interactions between high degree
nodes.

For a protein pair (u, v) ∈ E0∪E1, denote by Tuv the event that these two proteins
interact, by Fuv the event that they do not interact, and by Ouv the set of observations
on whether u and v interact. The probability that a given subnetwork Ci (i ∈ {0, 1})
was generated by the protein complex model (MC ) is:

P(Ci |MC ) =
∏

(u,v)∈VCi

P(Ouv|MC ) =
∏

(u,v)∈VCi

[β P(Ouv|Tuv) + (1 − β)P(Ouv|Fuv)]

Similarly, the probability that it was generated according to the null model
(MN ) is:

P(Ci |MN ) =
∏

(u,v)∈VCi

[ruv P(Ouv|Tuv) + (1 − ruv)P(Ouv|Fuv)]

The estimation of P(Ouv|Tuv) relies on estimating the confidence we have in
each putative interaction and the prior probability for an interaction [8].

Using these two models, the score of a subnetwork C is given by a log-likelihood
ratio:

Score(C) = log

(
P(C0|MC )

P(C0|MN )
· P(C1|MC )

P(C1|MN )

)

This formulation aims at distinguishing between a true significantly dense con-
served protein complex and a random protein set. Thus, for example, it will give a
relatively dense subnetwork that appears in a sparse area of the network a higher
score than a dense subnetwork that appears in an area that is generally rich in
interactions.

An example for a conserved complex identified between S.cerevisiae and
P.falciparum [17] using NetworkBLAST is given in Fig. 9.2a.

1The parameter β can be estimated based on the density of known complexes. In practical appli-
cations of NetworkBLAST β is usually set to 0.8
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Fig. 9.2 Examples for pairwise and multiple network alignments. (a) A conserved complex iden-
tified between S.cerevisiae (orange nodes) and P.falciparum (green nodes). Solid links represent
direct PPI, dashed links represent interactions mediated by one other protein. Dashed horizontal
lines connect homologous proteins. The aligned complexes are annotated as components of endo-
cytosis.This annotation was used by [17] to argue that the proteins PF10 0244 and MAL6P1.286
have a previously uncharacterized role in endocytosis. Reproduced with permission from Suthram
et al. [17]. (b) A multiple network alignment including proteins from eight different bacterial
networks. Each node is an equivalence class, labelled with its consensus gene name; gray scale
bars within the nodes indicate the presence of the investigated species. Edges are colored using
the same scheme as the nodes, and the width of each edge is proportional to its weight (for the
list of investigated species and their color codes, see [20]). The list of proteins participating in
this alignment is enriched with annotation of cell division and cell envelope. Reproduced with
permission from Flannick et al. [20]

9.3.1.4 NetworkBLAST-E

NetworkBLAST-E is an extension of NetworkBLAST that aims at considering the
evolutionary events that have led to the observed subnetworks, rather than scor-
ing them independently. Two types of processes have been invoked to explain the
evolution of PPI networks [18,19]: link dynamics and gene duplication. The first
consists of sequence mutations in a gene that result in modifications of the interface
between interacting proteins (Fig. 9.3a). Consequently, the corresponding protein
may gain new connections or lose some of the existing connections to other proteins.
The second consists of gene duplication, followed by either silencing of one of the
duplicated genes or by functional divergence of the duplicates. The corresponding
events in the network are the addition of a protein with the same set of interactions as
the original protein, followed by the divergence of their links (Fig. 9.3b). Berg et al.
[19] estimated the empirical rates of link dynamics and gene duplication in the yeast
protein network, finding the former to be at least one order of magnitude higher than
the latter. Based on this observation, they proposed a model for the evolution of
protein networks in which link dynamics are the major evolutionary forces shaping
the topology of the network, while slower gene duplication processes mainly affect
its size.
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Fig. 9.3 Evolutionary processes shaping protein interaction networks. The progression of time
is symbolized by arrows. (a) Link attachment and detachment occur through mutations in a gene
encoding an existing protein. These processes affect the connectivity of the protein whose coding
sequence undergoes mutation (shown in black) and of one of its binding partners (shown in white).
(b) Gene duplication produces a new protein (black square) with initially identical binding partners
(gray square). Empirical data suggest that duplications occur at a much lower rate than link attach-
ment/detachment and that redundant links are lost subsequently (often in an asymmetric fashion),
which affects the connectivities of the duplicate pair and of all its binding partners. Reproduced
with permission from Berg et al. [19]

The difference between NetworkBLAST-E and NetworkBLAST is in the con-
served protein complex model. The former assumes that the subnetworks C0 and
C1 have evolved from a common ancestor through a series of duplication and link
turnover events. Denote the common ancestor as S with a set of ancestral proteins
VS . The topology of S is assumed to be that of a dense subnetwork with edge prob-
ability β, as above. Let φ : VC1 ∪ VC2 → VS be a mapping of the proteins to their
ancestor in S. For each pair of proteins in the ancestral complex (a, b) ∈ VS , let
La,b be the set of corresponding pairs in species 0, 1 under the mapping φ; namely
La,b = {(u, v) ∈ V0 : φ(u) = a, φ(v) = b} ∪ {(u, v) ∈ V1 : φ(u) = a, φ(v) = b}.
Let Di be the set of duplicated protein pairs (with the same ancestor according to
φ) in species i . Finally, let PL and PG denote the probabilities of an interaction loss
and gain events, respectively. The likelihood of the observed pair of subnetworks
under this model is:

P(C0, C1|MC ) =
∏

(a,b)∈VS

P(OLab |MC )
∏

(u,v)∈D0∪D1

P(Ouv|MC )

where

P(OLab |MC ) = β P(OLab |Tab) + (1 − β)P(OLab |Fab)

and

P(OLab |Tab) =
∏

(u,v)∈Lab

P(Ouv|Tuv)(1 − PL ) + P(Ouv|Fuv)PL

P(OLab |Fab) =
∏

(u,v)∈Lab

P(Ouv|Tuv)PG + P(Ouv|Fuv)(1 − PG)
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Thus, the probabilistic model of NetworkBLAST-E couples together the two
subnetworks C0 and C1 and rewards conserved interactions.

9.3.1.5 MaWish

This method also uses an evolutionary based scoring scheme, which takes into
account gene duplication and link turnover events. Every set of four proteins,
two from each species (u, v ∈ VG0 and u′, v′ ∈ VG1 ) is given a weight
W (u, v, u′, v′), based on the probability that the proteins are true orthologs. Specif-
ically, W (u, v, u′, v′) = S(u, u′) · S(v, v′), where S(u, u′) ∈ [0, 1] quantifies the
likelihood that proteins u and u′ are orthologous, and is computed based on their
BLAST E-values.

When calculating the score for the given subnetwork C , two sets of quadruplets
are defined; M(C), contains all the quadruplets (u, v, u′, v′) where u, v ∈ C0 and
u′, v′ ∈ C1 have a conserved interaction ((u, v) ∈ E0 ∧ d(u′, v′) ≤ Δ or (u′, v′) ∈
E1 ∧ d(u, v) ≤ Δ) where Δ is a parameter of the algorithm, usually set to 1 or 2.
N (C), contains all the quadruplets for which an edge exists in one species and not
conserved in the other. In addition, duplication events are treated as follows: let D0

and D1 be the sets of pairs of paralogous proteins in species 0 and 1, respectively.
Every pair (u, v) ∈ Di is assigned a positive/negative duplication factor d(u, v). Due
to rapid functional divergence of duplicate proteins, in case the duplication occurred
before the speciation event that split the two examined species, the authors wish to
penalize it. Otherwise, in case it occurred after the speciation event, they wish to
reward it. The authors employ sequence similarity as a means for distinguishing
between events that occurred before and after the speciation event. This is based on
the observation that sequence similarity provides a crude approximation for the age
of duplication.

Finally, the score is calculated by summing over all quadruplets in M(C) and
N (C). Conserved interactions increase the score by λ · W (u, v, u′, v′) and non-
conserved interactions decrease the score by α · W (u, v, u′, v′). Duplicate pairs of
proteins (u, v) ∈ D0 ∪ D1 reward/penalize the total weight according to d(u, v). The
score is formulated as follows:

Score(C) =
∑

(u,v,u′,v′)∈M(C)

λ · W (u, v, u′, v′) −
∑

(u,v,u′,v′)∈N (C)

α · W (u, v, u′, v′) +
∑

(u,v)∈D0

μ · d(u, v) +
∑

(u′,v′)∈D1

μ · d(u′, v′)

where λ, α and μ are parameters of the algorithm (all have positive values).
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9.3.2 Match-and-Split

The Match-and-Split method [21] uses a different approach from the alignment-
graph based methods presented so far, and employs a top down search procedure
to detect matching subsets of two given networks. By restricting its attention to a
compact set of possible solutions (or pairs of matching subgraphs), the members
of which are hypothesized to capture biologically plausible properties such as high
connectivity, the method is able to enumerate all possible solutions in polynomial
time. The compact set of solutions is defined as all subgraph pairs C0, C1 admitting
the following properties:

Connectivity: C0 and C1 are connected.
Local Matching: Each node u in C0 has at least one match v in C1

and vice versa, where the match is decided according to a local criteria
(matchC0,C1 (u, v) ∈ {true, false}) defined separately for each pair C0, C1.

Maximality: There does not exist any pair of subnetwork C ′
0, C ′

1, containing but
not equal to C0 and C1 respectively, which satisfies the above two require-
ments.

A local matching function matchC0,C1 (·, ·) is said to be monotone if all the
matches it implies are preserved upon addition of more nodes to C0 or C1. By
limiting the selection of allowable local matching functions to monotone ones, the
authors gain an important advantage; combined with the maximality requirement,
the monotonicity of the matching function implies a quadratic bound on the number
of possible solutions (since any two solutions (C0, C1) and (C ′

0, C ′
1) with a com-

mon node pair (u, v) ∈ (C0 ∩ C ′
0, C1 ∩ C ′

1) can be combined into a larger solution
(C0 ∪ C ′

0, C1 ∪ C ′
1)).

Two locally matching proteins must have similar sequences and similar neighbor-
hoods. One possible similarity definition is based on conserved paths of a fixed short
length p (typically p ≤ 2) which contain the two proteins. That is, matchC0,C1 (u, v)
is true whenever some p-long path in C0 containing u is similar to a p-long path in
C1 containing v; where two paths are considered similar if all pairs of correspond-
ing proteins are sequence similar. It is easy to see that this similarity function is
monotone. Other options for a local similarity measures are discussed in [21].

The search for pairs of matching subgraphs in G0, G1 is done by a recursive
application of match and split operations:

Match: Remove all proteins in G0 or G1 with no match on the other network.
Split: Partition the remaining proteins into connected sets.

These operations are repeated for each pair of connected subgraphs (originated
from G0 and G1, respectively) until they cannot be further splitted. The algorithm
is guaranteed to run in polynomial time and enumerate all possible solutions.

In practice, the authors have noticed that some of the maximal solutions can
get very large and, therefore, less plausible. To remedy this, these large solutions
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(which cannot be further splitted) are subject to an alternative split operation using
some clustering technique different from the one normally used in the split stage.

9.3.3 Global Network Alignment

Unlike the above methods, which search for local highly matching regions between
networks, methods for global network alignment search for the best overall match.
Such an alignment is achieved by mapping the proteins in the two networks in a
way that each protein is matched with at most one counterpart on the other net-
work. The difference between the local and global approaches is analogous to the
one between local and global sequence alignments. While the former allows us
to detect conserved sequence motifs or network modules, the latter can be used
to understand cross species variations on the level of the entire genome or inter-
actome. An important property of the global network alignment problem is that
it offers non-ambiguous solutions for the problem of pairing the proteins of one
species with their functionally equivalent orthologs in another species. Each pro-
tein can be paired with a single best match, unlike in a local alignment solution
where a single protein can be matched with several counterparts. One should note,
however, that the non-ambiguity requirement might be too strict and that in certain
cases, as in duplication after speciation, a many-to-many correspondence cannot be
avoided.

The two global methods surveyed here rely on similar algorithmic ideas. Given
two networks, an alignment graph is constructed and every node in the alignment
graph is assigned with a score, reflecting the reliability of the implied orthology
relation. These scores, in turn are computed based on graph-diffusion techniques,
designed to capture global properties the alignment graph [22]. Intuitively, a pair of
proteins gets a high score if their sequences are similar and if their neighbors on
their respective PPI networks highly match to one another as well.

9.3.3.1 Orthology Detection Using Markov Random Fields

The Markov random field [23] model provides a probabilistic framework for simu-
lating the mutual influence of random variables via a neighborhood system. Given a
network of influence, the state of any random variable is assumed to be independent
of all other random variable states given those of its immediate neighbors.

Bandyopadhyay et al. [24] used this method to model the probabilities for orthol-
ogy relations between proteins in two different species. Each random variable i cor-
responds to a node in the network alignment graph and its state Zi can be either
“true”, meaning that the corresponding proteins are true orthologs or “false”, other-
wise. The probability P(Zi ) for the event that a given node i in the alignment graph
represent a true orthology pair are conditioned with those events in its neighbors.
This conditional probability is expressed as P(Zi |Z N (i)) = 1

1+e−α−βc(i) , where the
conservation index c(i) reflects the ratio of true orthologies among the neighbors
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of node i in the alignment graph, and α and β are parameters that are learned in a
supervised manner. The algorithm relies on the existence of a training set of known
true and false orthologies represented in the alignment graph. With these constraints
in hand, the posterior probabilities P(Zi ) are estimated using the method of Gibbs
sampling [25].

9.3.3.2 ISORank

The ISORank algorithm [26] assigns similarity scores to pairs of proteins from the
two aligned networks according to a random walk model. Intuitively, a random walk
in an alignment graph is simulated, and the score of a pair (i, j) reflects the probability
of visiting its corresponding node. Formally, the score Ri j is calculated as follows:

Ri j = α
∑

u∈N (i)

∑
v∈N ( j)

w(i, u)w( j, v)∑
r∈N (u),q∈N (v)

w(r, u)w(q, v)
Ruv

+ (1 − α)Ei j i ∈ V (G0), j ∈ V (G1)

where w(u, v) is the reliability of the interaction (u, v), Ei j is a sequence similarity
score, and 0 ≤ α ≤ 1 is a parameter which adjusts the relative effect of the local match
Ei j on the overall score.

As mentioned above, the similarity score is derived from simulating a random walk
in the alignment graph, where each node correspond to a pair of proteins (i, j), one
from each species, and where edges connect two nodes (i, j), (i ′, j ′) if both (i, i ′)
and ( j ′, j ′) interact. At a given point during the walk, the probability to move to
an adjacent node is proportional to the confidence of the respective interactions. In
addition, with probability 1−α the walk can be restarted from a randomly chosen node
in the network, where the probability for a node to be selected in such a case is pro-
portional to its respective sequence similarity score. The calculation of the scores Ri j

is based on a reformulation as an eigenvalue problem in a similar manner to [27].
In addition to scoring all potential orthologous pairs, ISORank also computed an

optimal global orthology mapping. This mapping, denoted �, is efficiently extracted
from R in a way that each protein is matched with at most one orthologous counter-
part and the sum

∑
(i, j)∈Φ Ri j is maximized. While their method was not explicitly

designed to detect conserved protein clusters, the authors of [26] noted that the con-
nected components in the global alignment network induced by � often correspond
to conserved functional modules.

9.4 Multiple Network Alignment

The generalization of the network alignment process to more than two networks
entails devising an appropriate scoring scheme and extending the notion of a net-
work alignment graph. Stuart et al. [28] tackled the latter problem in the context
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of cross-species co-expression networks by forcing a consistent 1-1 mapping across
all the networks, obtaining an alignment graph in which each gene is a member
of at most one node. Another relatively simple scenario occurs when the compared
networks are linear paths. The network alignment problem then becomes completely
analogous to the sequence case, and one could adapt multiple sequence alignment
techniques, such as progressive alignment, for its solution [29]. Recently, Sharan
et al. [13] described a framework for multiple network alignment, which handles
general correspondence relationships across networks. The scoring scheme extends
the likelihood approach described above. The search problem is handled by extend-
ing the notion of a network alignment graph to multiple networks, albeit with an
increased computational complexity, which scales as nhk−1 for k networks of size n
with an average number of h possible orthologs to a protein per species. This method
was applied to systematically identify conserved protein subnetworks across yeast,
worm and fly, uncovering 71 conserved network regions that fell into well-defined
functional categories.

9.4.1 Græmlin

The Græmlin algorithm [20] was designed to perform multiple network alignments
as well as network querying tasks, and is guided by an evolutionary based scoring
scheme. To perform multiple alignment, Græmlin uses an analog of the progressive
sequence alignment technique. At each step, the algorithm aligns a pair of networks
that are closest on the phylogenetic tree relating the analyzed species. These two
networks are subsequently replaced by a collection of highly matching (conserved)
subgraphs that resulted from their alignment. In each pairwise alignment step of this
incremental procedure Græmlin searches for highly matching pairs of nodes, one of
each network, and subsequently uses them as seeds in a greedy search procedure,
similar to those discussed above.

Due to the incremental nature of the alignment procedure, the nodes in an input
network might represent sets of homologous proteins (matched at a previous stage
of the algorithm) rather than single proteins. Following the notation of the authors,
we call these sets equivalence classes. An alignment of two subnetworks C0, and
C1 therefore induces a new set of equivalence classes, obtained by unifying the sets
of homologous proteins represented by the matched nodes.

The Græmlin’s scoring framework is based on the sum of two components: node
scores (assigned for each of the equivalence classes) and edge scores (assigned to
edges between proteins of different classes). Both are based on the evolutionary
interpretation of an alignment where each equivalence class represents a set of pro-
teins which descended from a common ancestor. For each component of the scoring
function, two probabilistic models are defined: an alignment model � according to
which the aligned subnetworks were subject to evolutionary constraints, and a null
model � which assumes there were no such constraints.
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The score assigned with a unified equivalence class u is based on the reconstruc-
tion of the evolutionary events that led from a single hypothesized ancestral protein
to the proteins in the class. This score is computed as:

Score(u) =
∑

x,y∈u

αx,ylog
Prmut

� (x, y)

Prmut
� (x, y)

+
∑

event

log
Prevent

� (nu(event))

Prevent
� (nu(event))

The first term of the score concerns the event of sequence mutation. Prmut
� is a

distribution of BLAST scores of orthologous pairs [30], while Prmut
� is a distribution

over random protein pairs. The score of each pair of proteins x, y ∈ u is weighted
by a factor αx,y , determined according to the evolutionary distance between their
species (as in [31). The second term in the score is a sum over the likelihood ratios
of four additional events: insertions, deletions, duplications and divergences. The
number of occurrences of each event (nu(event)) is approximated based on the most
parsimonious evolutionary history of the unified equivalence class u.

The score of an edge between proteins of two unified equivalence classes i and
j is computed as:

Score(e) = Pri j
� (w(e))

Pri j
� (w(e))

where the weight of an edge w(e) specifies the probability that the two correspond-
ing proteins interact. The distribution functions of the alignment model are defined
via an edge scoring matrix M . This is a symmetric matrix in which each row/column
correspond to a different unified equivalence class, and where each cell Mi j specifies
the corresponding Pri j

Ω (·) probability distribution. The definition of M allows a user
to specify the desired ancestral topology, be it a densely connected component, a
path, or a specific topology determined by a given query subnetwork. A key stage
prior to the computation of the edge score is the assignment of the equivalence
classes with a specific row/column index in M . Ideally, one would choose an assign-
ment which yields the maximum score. In practice, this assignment is approximated
using a greedy search heuristic.

An example for a conserved complex identified from a set of ten bacterial net-
works [20] is given in Fig. 9.2b.

9.5 Network Querying

In contrast to network alignment, which aims at identifying significant subnetworks
de-novo, network querying is a supervised task that aims at transferring knowl-
edge from one network to another. The input to the problem is a known, typically
well-researched subnetwork in one species, and the goal is to identify similar sub-
networks in the network of another, typically less studied species. Similarity is
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measured both in terms of the protein sequences in the matched networks and in
terms of the interaction patterns.

Most current algorithms define some sequence similarity threshold and seek an
isomorphic or a homeomorphic match. In the former case the goal is to pair the
query proteins with sequence-similar proteins from the network, so that the sub-
graph induced by the paired vertices is isomorphic (identical) to the query. In the
latter case, the match may contain unpaired vertices of degree 2 (and these are called
insertions), and some of the query nodes of degree 2 may be unpaired as well (and
these are called deletions).

Computationally, the querying problem is NP-hard as it generalizes the sub-
graph isomorphism problem [32]. Hence, several restrictions of the problem have
been studied, making it amenable to efficient solutions. These include restricting
the structure of the network, restricting the structure of the query and relaxing the
requirements of the sought matches.

Kelley et al. [12] were the first to address the query problem in the context of PPI
networks. To tackle the problem they employed PathBLAST, a network alignment
algorithm, by designating one of the aligned networks as the query. PathBLAST can
handle queries that are linear paths with up to five proteins. It searches for conserved
simple paths in the alignment graph, thereby identifying matching pathways. To
allow flexibitility in the match, the alignment graph contains apart from direct edges
(representing direct interactions in both species) also “gap” edges (representing
direct interaction in one species and an indirect interaction through an intermediate
protein in another species) and “mismatch” edges (representing indirect interactions
in both species). Thus, the match implies the insertion of some proteins that do
not match a query protein, and the deletion of some query proteins that are not
matched. PathBLAST was applied successfully to query several known pathways in
yeast.

In the following we review additional, more recent algorithms that are targeted
toward the specific problem of network querying.

9.5.1 MetaPathwayHunter

MetaPathwayHunter [33] is a polynomial time algorithm for querying metabolic
networks. It allows querying pathways that take the form of a multi source tree
(a directed acyclic graph whose underlying undirected graph is a tree) in a target
network that takes the form of a collection of multi-source trees.

Given a query network Q and a target network T the algorithm searches for
subtrees of T that are homeomorphic to Q while allowing unmatched nodes only in
the target network T . The different homeomorphisms between Q and T are scored
according to the level of similarity of the nodes they are matching together and the
number of implied insertion events. Consider a subtree T ′ ⊆ T homeomorphic to
the query Q and let M[V (Q), V (T ′)] denote a homeomorphism-preserving map-
ping from the nodes of Q to the nodes of T ′ such that every node in Q is matched
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with exactly one node in T ′ and every node in T ′ is matched with at most one node
from Q. The score of M[V (Q), V (T ′)] is defined as:

δ(|T ′| − |Q|) +
∑

(u,v)∈M

�(u, v)

where δ is the insertion penalty and Δ(u, v) reflects the level of similarity between
the proteins u ∈ Q, and v ∈ T . The high scoring homeomorphisms are efficiently
found in a bottom-up manner, gradually expanding optimal alignments of subsets of
the query and the target network using a dynamic programming procedure. With the
assumption of Q and T being multi-source trees, this algorithm finds the optimal
homeomorphic match in polynomial time. Handling inputs which do not conform to
the topology restrictions of the algorithm is done by generating a set of multi-source
trees that cover all the possible cycle splitting variations.

Given a query of a core pathway, the MetaPathwayHunter algorithm successfully
revealed meaningful pathways in the target networks, e.g., an allantoin degradation
pathway in E. Coli and an ureide degradation pathway in yeast. This work extends
upon the linear pathways of PathBLAST to include tree-form queries, yet on the
other hand, the target is not a general network but is rather assumed to be a forest
of trees, or at least be easily recasted as one. Two other notable limitations of this
method are that it ignores the variation in confidence levels of protein interactions,
and does not account for deletion events.

9.5.2 QPath and QNet

QPath [34] is an algorithm for querying linear pathways developed by Shlomi et al.
[34]. Unlike MetaPathwayHunter, in QPath no constraints are placed on the queried
network. It aims at identifying matching paths while allowing for insertions of
unmatched vertices from the network and deletions of query nodes.

The QPath algorithm relies on the color coding technique of Alon et al. [35] for
ensuring that the discovered matches contain no vertex repetitions. Color coding
is a randomized technique for efficient detection of simple, fixed length paths. For
a given target network G and a query path of length k, the algorithm assigns a
randomly chosen color from {1 . . . k} to every vertex in G, reducing the general
problem of finding high scoring length-k paths to a simpler problem of finding high
scoring paths that span distinct colors.2 The latter problem can be solved in 2O(k)m
time, where m is the number of edges in G. This greatly improves upon the trivial
O(nk) algorithm and is practical on current networks for k ≤ 12.

Since any particular path may be assigned non-distinct colors and, hence, fail
to be discovered, many random coloring trials are executed. The probability that a

2In practice, the number of colors is set to k + Nins where Nins is the maximum number of allowed
insertions.
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given path is distinctly colored is k!
kk < e−k . Hence, if we execute ln( 1

ε
)ek coloring

iterations, we get the optimum path with probability at least 1 − ε for any desired
value of ε.

The matching pathways are scored according to their level of variation from the
query pathway in terms of number of insertions and deletions, the sequence simi-
larity of their constituent proteins to the query proteins, and the reliability of their
constituent interactions. The weights of each of those factors in the overall score are
estimated using logistic regression, where the regression aims at maximizing the
fraction of matched pathways that are functionally enriched.

QPath was applied to query yeast pathways within the PPI network of fly. The
resulting matches were found to be functionally coherent and, moreover, preserve
the function of the corresponding queries, testifying to the utility of network query-
ing in transferring biological annotations from one species to another.

Recently, Dost et al. [36] developed the QNet algorithm, which extends QPath
to querying trees and tree-like structures. As in QPath, QNet searches for homeo-
morphic matches, and uses the color coding technique to prevent vertex repetitions
within the matches. It relies on the notion of a tree decomposition, which intuitively
is a representation of a given graph as a tree whose nodes represent subsets of ver-
tices. A valid representation is one in which every edge of the graph occurs in one
of the tree nodes (i.e., its endpoints are members of the corresponding subset), and
the occurrences of every vertex span a subtree. The treewidth of the decomposition
is the size of the largest subset minus one. For a query graph with treewidth t , the
running time of QNet is nt 2O(k).

Dost et al. further present a heuristic to query general graphs which is based on
identifying many spanning trees of an input graph, querying each separately, and
merging the results into a consensus match. This heuristic was successfully applied
to query known protein complexes from yeast within the fly network.

9.5.3 PathMatch

A recent work by Yang et al. [37] reduced the problem of linear pathway querying
in a general network to a substantially less complex problem – that of finding the
longest path in a weighted directed acyclic graph. This simplification is facilitated
by allowing the nodes in the target network to participate more than once in a
solution. By leaving out the requirement for the solution to be a simple path, the
PathMatch algorithm avoids the problem of cycles in the target network (which is
the main complicating factor) and thus manages to operate in a polynomial time.

For a given query pathway q = q1 . . . qm and a target network G = (V, E),
denote by Vi ⊆ V the set of proteins in V that may be associated with the query
protein qi . These correspondence lists are used to construct the directed acyclic
graph G ′ on which the alignment search would be applied; The nodes in G’ are
partitioned into distinct subsets or levels. Level i in G’ contains all the nodes from
Vi (note that a node in G might appear more than once in G’, on several different
levels). The weight of a node u in level i is determined by its similarity to qi . For
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each pair of nodes u, v from levels i < j respectively, a directed edge (u, v) is
placed when j − i < m and dG(u, v) < m (where m is the maximum length of
allowable insertions or deletions, and dG(·, ·) is the distance function in the graph
G). The weight of the edge is determined by the length of the insertion (= dG(u, v)−
1) and deletion (= j − i − 1) that it implies.

From its construction it follows that the set of directed paths in G’ covers all
possible path alignments that are consistent with the correspondence lists Vi and
do not contain a gap longer than m. A polynomial time algorithm is then used to
efficiently find the highest scoring paths in G ′, where the score of an alignment
is comprised of the similarity between the matched proteins (as reflected by the
node weights), and the number of insertions and deletions (as reflected by the edge
weights).

In contrast to PathMatch, the rest of the methods reviewed in this section do
not allow multiple occurrences of a node in a solution (except pathBLAST where
the simple path requirement is imposed only on the alignment graph which still
makes it possible, though less likely, to have repeated nodes in a solution). The
motivation for that is that very rarely does a protein take two different roles on
the same pathway and hence protein repetitions are more likely to be biologically
implausible.

An additional algorithm presented in [37] is GraphMatch – an exact algorithm for
the network querying problem that does not place any restrictions on the topology of
either the query or the target networks. GraphMatch operates in a brute force manner
and enumerates all possible solutions (hence, its guaranteed accuracy). Naturally,
this algorithm is highly complex and only applicable in very limited cases.

9.6 Evaluation Measures

9.6.1 Significance Evaluation

The common practice in most methods reviewed in this chapter, is to evaluate the
statistical significance of the findings by comparison to randomized instances. The
randomized instances, in turn, are generated by shuffling the edges of the participat-
ing interaction graphs while preserving vertex degrees, as well as shuffling the pairs
of sequence-similar proteins while preserving the number of homologs per protein.
Retaining these properties of the original data results in a more faithful random
model.

A large number (typically ≥ 100) of randomized instances are analyzed and the
resulting scores are then used to estimate a null distribution. The statistical signif-
icance of each solution found using the original data is evaluated against this null
distribution, yielding empirical p-values which approximate the real probability to
obtain such scores by chance.

The MaWish algorithm (see Section 9.3.1) employs a different technique to
assign statistical significance to its findings. Here, a null model is defined based



180 N. Yosef et al.

on the assumption that each interaction (within and across species) and each protein
sequence is independent of all others. The mean and standard deviation of a score
of a given alignment is then evaluated under the null model and compared to its
original score (as entailed by the model used in the algorithm), producing a z-score
that serves as an estimate for the significance of the alignment.

9.6.2 Quality Assessment

Several biologically-based measures for the goodness of a collection of protein
modules have been suggested in the past. Here we review two types of widely used
measures. The first quantifies the similarity between a given collection of protein
modules and a reference, putatively true, catalog of protein complexes. The second
type assesses the coherency of the conserved modules. It can be based on a number
of sources such as the gene ontology (GO) annotation [38]) and gene expression
profiles.

Importantly, both types of measures treat each species separately rather than
explicitly evaluating the conservations hypothesis implied by each pair of aligned
subnetworks. Such evaluation could, in principle, be made by comparing to a ref-
erence set of conserved modules. To date, however, most such references are not
comprehensive enough and contain only a small number of cases to learn from.
One exception is the Biocarta [39] database which contains many human-mouse
conserved pathways.

1. Similarity to a reference set: To measure the level of correspondence with a refer-
ence set, we first need to define some measure for the match between individual
complexes in the output collection and in the reference set. One way for example
would be to evaluate the significance of a match using the following hypergeo-
metric score:

Score(G, T, R) =
min{|V (R)|,|V (T )|}∑

i=|V (R)∩V (T )|

(|V (R)|
i

)(|V (G)|−|V (R)|
V (T )−i

)
(|V (G)|
|V (T )|

)

where G is the entire protein network, T is the tested subnetwork, and R is the
reference complex.

These significance levels are then corrected for multiple testing [40], and
only cases which pass a desired false discovery rate threshold (typically 5%)
are retained.

Now, denote by M the set of true complexes, and let P = ∪m∈M m be the
set of proteins included in the complexes of M . Denote by H the collection of
subnetworks to be examined such that ∀h ∈ H, h∩P �= ∅ and let H∗ ⊆ H be the
subset of subnetworks that had a significant match in M . The specificity of the
solution is defined as |H∗|/|H |. Let M∗ ⊆ M be the subset of complexes with a
significant match in H . The sensitivity of the solution is defined as|M∗|/|M |.



9 Cross-Species Analysis of Protein-protein Interaction Networks 181

A useful source of reference for these purposes is the MIPS catalog [41] of
known yeast complexes (excluding category 550 which is obtained from high
throughput experiments).

2. Coherency of conserved clusters: The coherence among proteins participating in
the same subnetwork can be measured with respect to a number of properties
and data sources. One property which we will later use to compare between
some of the methods reviewed in this chapter, is the functional annotation of
the protein set, as entailed by their GO functional annotation. A way to evaluate
the enrichment of a GO term in a given set of proteins is via a hypergeometric
score, as suggested in [13]. Such score should take into account ontology rela-
tions between terms. Specifically, since the GO terms are not independent but are
rather connected by an ornithology of parent-child relationship, the enrichment
of each term is conditioned on the enrichment of its parent term. The common
practice is then to compare the enrichment scores to a null distribution of scores
obtained with randomized data (in this case, random protein sets) and compute
an empirical p-value.

9.7 A Case Study

In order to highlight the characteristics of each of the methods for pairwise align-
ment described above, we applied them to align two of the most established PPI
networks: those of yeast and fly.

We downloaded protein interaction data for yeast and fly from the database of
interacting proteins [42]. The yeast network contained 15,147 interactions spanning
4,738 proteins; the fly network contained 23,484 interactions spanning 7,165 pro-
teins. We used a previously published logistic regression method [13] to assign reli-
abilities to the PPIs. The reliabilities were based only on the experimental evidence
for each interaction.

We assessed the performance of the different methods by measuring the speci-
ficity, sensitivity and functional coherency of their suggested clusters. For compari-
son to a reference set, we downloaded the MIPS complex catalog (December 2005
download) and retained all complexes at level 3 or lower with at least one protein
in the yeast PPI network (excluding category 550). Overall, there were 113 such
complexes spanning 697 proteins. To assess the coherency of the identified clusters
we extracted 4,818 and 6,140 GO biological process annotations for yeast and fly,
respectively (December 2005 download).

Table 9.1 summarizes the performance of the four pairwise local network
alignment methods reviewed above. It can be seen that NetworkBLAST-E and its
predecessor NetworkBLAST perform quite similarly, and that both algorithms out-
perform the MaWish method both in terms of correspondence with the MIPS cata-
log and the coherence of the annotations of the proteins in the detected conserved
clusters. Expectedly, the Match-and-Split algorithm has produced a substantially
lower number of alignments due to its strict limitation to a compact set of solutions.
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Table 9.1 Performance of the reviewed pairwise alignment methods with the yeast and fly PPI
networks

Functional enrichment

Algorithm #Complexes Specificity (%) Sensitivity (%) Yeast (%) Fly (%)

NetworkBLAST 146 74 19 79 46
NetworkBLAST-E 150 76 19 78 43
MaWish 97 69 13 67 38
Match-and-Split 24 91 8 91 75

These alignments, nevertheless, are highly accurate with high rates of specificity
and coherence of annotation.

Recall that the major conceptual difference between NetworkBLAST and
NetworkBLAST-E is that the former treats the aligned subnetworks independently
from each other while the latter considers the evolutionary events which led to the
emergence of the conserved subnetworks. Indeed, in [14] NetworkBLAST-E was
shown to outperform NetworkBLAST when focusing on the conserved regions of
the two networks being compared.

9.8 Discussion

The accumulation of protein interaction maps for multiple organisms makes net-
work comparison a viable tool for predicting various properties of genes and pro-
teins on a global scale. First and foremost, a conserved subnetwork that contains
many proteins of the same known function suggests that the remaining proteins also
have that function. Sharan et al. [13] used this concept to predict thousands of new
protein functions for yeast, worm and fly, with an estimated success rate of 58–63%.

Network alignment is also instrumental in identifying functional orthologies;
With the notion that similar protein sequences imply similar protein functions, the
identification of orthologous pairs was traditionally applied based only sequence
similarities [43]. One problem with this strategy is when the protein in question has
similarity to not one but many paralogous proteins [44]. In these cases, every cross-
species protein pair is technically orthologous but it is still necessary to distinguish
which protein pairs play functionally equivalent roles [45]. Bandyopadhyay et al.
[24] used the interactions made by the compared proteins (each in its own network)
to determine the true orthology relations in these ambiguous cases. Network align-
ment was also successfully applied to infer other complex relationships, such as
protein interactions or links between cellular processes [13,21].

Suthram et al. [17] used the pairwise network alignment methodology to measure
the degree of evolutionary conservation between the pathogen Plasmodium falici-
parum and a number of eukaryotic model organisms by counting the number of
significant alignments between their networks. Remarkably, the Plasmodium network
had very few alignments with the yeast network and none with the rest of the inspected
organisms, suggesting that this network encodes for many unique machineries.
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A useful application of these findings is in guiding the design of new drugs,
which will be better directed towards the unique characteristics of this parasite.

The application of network alignment techniques to network querying [33,34]
has proven to be a very powerful tool for cross-species bootstrapping on the knowl-
edge embedded in well-defined cellular networks, to identify parallel metabolic and
signaling pathways in less researched networks.

There are a number of open challenges which lie ahead if one wishes to further
develop and exploit the potential of alignment methods. For one, current algorithms
for network querying are limited to sparse topologies such as paths and trees. Relax-
ing these limitations and handling more general queries is an important open prob-
lem. Other issues concerning alignment methods in general include their ability to
handle alignments under partial, uncertain information and to be applied at lower
computational costs. New efforts made towards this endeavor could benefit from
the rich literature on graph theory [10], and on graph mining techniques in the data
mining community [46,47]

Acknowledgments N.Y. was supported by the Tel-Aviv university rector and president scholar-
ship. E.R. was supported by a MOST grant. R.S. was supported by an Alon Fellowship and by a
research grant from the Israel Science Foundation (grant no. 385/06).

References

1. Ito T, Chiba T, and Yoshida M. Exploring the yeast protein interactome using comprehensive
two-hybrid projects. Trends Biotechnology, 19:23–27, 2001.

2. Aebersold R and Mann M. Mass spectrometry-based proteomics. Nature, 422(6928):198–
207, 2003.

3. Uetz P, Giot L, Cagney G, Mansfield TA, Judson RS, Knight JR, Lockshon D, Narayan V,
Srinivasan M, Pochart P, et al. A comprehensive analysis of protein-protein interactions in
Saccharomyces cerevisiae. Nature, 403(6770):623–627, 2000.

4. Ito T, Chiba T, Ozawa R, Yoshida M, Hattori M, and Sakaki Y. A comprehensive two-hybrid
analysis to explore the yeast protein interactome. Proc Natl Acad Sci USA, 98:4569–4574,
2001.

5. Ho Y, Gruhler A, Heilbut A, Bader GD, Moore L, Adams SL, Millar A, Taylor P, Bennett K,
Boutilier K, et al. Systematic identification of protein complexes in saccharomyces cerevisiae
by mass spectrometry. Nature, 415(6868):180–183, 2002.

6. Gavin AC, Bosche M, Krause R, Grandi P, Marzioch M, Bauer A, Schultz J, Rick JM,
Michon AM, Cruciat CM, et al. Functional organization of the yeast proteome by systematic
analysis of protein complexes. Nature, 415(6868):141–147, 2002.

7. Stelzl U, Worm U, Lalowski M, Haenig C, Brembeck F H, Goehler H, Stroedicke M,
Zenkner M, Schoenherr A, Koeppen S, et al. A human protein-protein interaction network: a
resource for annotating the proteome. Cell, 122(6):957–968, 2005.

8. Deng M, Sun F, and Chen T. Assessment of the reliability of protein-protein interactions
and protein function prediction. In Eighth Pacific Symposium on Biocomputing, p. 140–151,
2003.

9. Golumbic MC. Algorithmic Graph Theory and Perfect Graphs. Academic Press, New York,
1980.

10. Cormen TH, Leiserson CE, Rivest RL, and Stein C. Introduction to Algorithms. MIT Press
and McGraw-Hill, 2001.



184 N. Yosef et al.

11. Ogata H, Fujibuchi W, Goto S, and Kanehisa M. A heuristic graph comparison algorithm
and its application to detect functionally related enzyme clusters. Nucleic Acids Res., 28(20):
4021–4028, 2000.

12. Kelley BP, Sharan R, Karp RM., Sittler T, Root DE, Stockwell BR, and Ideker T. Conserved
pathways within bacteria and yeast as revealed by global protein network alignment. Proc
Natl Acad Sci, 100(20):11394–11399, 2003.

13. Sharan R, Suthram S, Kelley RM, Kuhn T, McCuine S, Uetz P, Sittler T, Karp RM, and
Ideker T. Conserved patterns of protein interaction in multiple species. Proc Natl Acad Sci.,
102(6):1974–1979, 2005.

14. Hirsh E and Sharan R. Identification of conserved protein complexes based on a model of
protein network evolution. Bioinformatics, 23(2):e170–e176, 2007.

15. Koyuturk M, Grama A, and Szpankowski W. Pairwise local alignment of protein interaction
networks guided by models of evolution. J Comput Biol, 13:182–199, 2006.

16. Itzkovitz S, Milo R, Kashtan N, Ziv G, and Alon U. Subgraphs in random networks. Physical
review E, 68, 2003.

17. Suthram S, Sittler T, and Ideker T. The plasmodium protein network diverges from those of
other eukaryotes. Nature, 438(7064):108–12, 2005.

18. Wagner A. The yeast protein interaction network evolves rapidly and contains few redundant
duplicate genes. Mol Biol Evol, 18(7):1283–1292, 2001.

19. Berg J, Lassig M, and Wagner A. Structure and evolution of protein interaction networks: A
statistical model for link dynamics and gene duplications. BMC Evol Biol, 4(1):51, 2004.

20. Flannick J, Novak A, Srinivasan BS, McAdams HH, and Batzoglou S. Græmlin: general and
robust alignment of multiple large interaction networks. Genome Research, 16(9):1169–1181,
2006.

21. Narayanan M and Karp MR. Comparing protein interaction networks via a graph match-and-
split algorithm. J Comput Biol, 14(7):892–907, 2007.

22. Weston J, Elisseeff A, Zhou D, Leslie CS, and Noble WS. Protein ranking: from local to
global structure in the protein similarity network. Proc Natl Acad Sci. USA, 101:6559–6563,
2004.

23. Besag J. Spatial interaction and the statistical analysis of lattice systems. J Roy Statist Soc, B
55:192–236, 1993.

24. Bandyopadhyay S, Sharan R, and Ideker T. Systematic identification of functional orthologs
based on protein network comparison. Genome Res, 16:426–35, 2006.

25. Smith A and Roberts G. Bayesian computation via the gibbs sampler and related markov chain
monte carlo methods. J Roy Statist Soc, B 55:3–23, 1993.

26. Singh R, Xu J, and Berger B. Pairwise global alignment of protein interaction networks by
matching neighborhood topology. In The Proceedings of the 11th International Conference
on Research in Computational Molecular Biology (RECOMB), pp. 16–31, 2007.

27. Page L and Brin S. The anatomy of a large scale hypertextual web search engine. In Proceed-
ings of the Seventh International World Wide Web Conference, 1998.

28. Stuart JM, Segal E, Koller D, and Kim SK. A gene-coexpression network for global discovery
of conserved genetic modules. Science, 302:249–255, 2003.

29. Tohsato Y, Matsuda H, and Hashimoto A. A multiple alignment algorithm for metabolic
pathway analysis using enzyme hierarchy. Proc Int Conf Intell Syst Mol Biol, 8:376–183,
2000.

30. Tatusov RL, Koonin EV, and Lipman DJ. A genomic perspective on protein families. Science,
278(5338):631–637, 1997.

31. Altschul SF, Carroll RJ, and Lipman DJ. Weights for data related by a tree. J Mol Biol,
207(4):647–53, 1989.

32. Garey MR and Johnson DS. Computers and Intractability: A Guide to the Theory of NP-
Completeness. W.H. Freeman and Co., 1979.

33. Pinter RY, Rokhlenko O, Yeger-Lotem E, and Ziv-Ukelson M. Alignment of metabolic path-
ways. Bioinformatics, 21:3401–3408, 2005.



9 Cross-Species Analysis of Protein-protein Interaction Networks 185

34. Shlomi T, Segal D, Ruppin E, and Sharan R. QPath: a method for querying pathways in a
protein-protein interaction network. BMC Bioinformatics, 7:199, 2006.

35. Alon N, Yuster R, and Zwick U. Color-coding. J. ACM, 42:844–856, 1995.
36. Dost B, Shlomi T, Gupta N, Ruppin, Bafna V, and Sharan R. Qnet: a tool for querying protein

interaction networks. In The Proceedings of the 11th International Conference on Research
in Computational Molecular Biology (RECOMB), 2007.

37. Yang Q and Sze SH. Path matching and graph matching in biological networks. Journal of
Computational Biology, 14(1):56–67, 2007.

38. Ashburner M, Ball CA, Blake JA, Botstein D, Butler H, Cherry JM, Davis AP, Dolinski
K, Dwight SS, Eppig JT, et al. Gene ontology: tool for the unification of biology. the gene
ontology consortium. Nat Genet, 25(1):25–29, 2000.

39. The Biocarta data base. http://www.biocarta.com/genes/allPathways.asp.
40. Benjamini Y and Hochberg Y. Controlling the false discovery rate: a practical and powerful

approach to multiple testing. J R Stat Soc, 57(1):289–300, 1995.
41. Mewes HW, Amid C, Arnold R, Frishman D, Guldener U, Mannhaupt G, Munsterkotter M,

Pagel P, Strack N, Stumpflen V, et al. MIPS: analysis and annotation of proteins from whole
genomes. Nucleic Acids Res, 32 Database issue:D41–4, 2004.

42. Xenarios I, Salw’inski L, Joyce X, Higney P, Kim S, and Eisenberg D. Dip, the database
of interacting proteins: a research tool for studying cellular networks of protein interactions.
Nucleic Acids Res, 30(1):303–5, 2002.

43. Brenner SE. Errors in genome annotation. Trends Genet, 15:132–133, 1999.
44. Sjolander K. Phylogenomic inference of protein molecular function: Advances and chal-

lenges. Bioinformatics, 20(2):170–179, 2004.
45. Remm M, Storm CE, and Sonnhammer EL. Automatic clustering of orthologs and in-paralogs

from pairwise species comparisons. J Mol Biol, 314:1041–1052, 2001.
46. Giugno R and Shasha D. Graphgrep: a fast and universal method for querying graphs. In

Proceeding of the International Conference in Pattern recognition (ICPR), 2002.
47. Koyuturk M, Grama A, and Szpankowski W. An efficient algorithm for detecting frequent

subgraphs in biological networks. Bioinformatics, 20 (Supp 1):I200–207, 2004.



Index

A
Accessible surface area, 60
Activation domain (AD), 5–6
Affibodies, 13
Affinity purification methods, 9, 102–106

co-immunoprecipitation (co-IP), 10–13
GST-pulldown, 10

Affinity tags
proteins, genetics and cloning of, 16–17
proteins purification by, 13–15

Alanine scanning, 42
Alignment-graph based methods, 164

MaWish, 170
network alignment graph, 165–166
NetworkBLAST, 166–168
NetworkBLAST-E, 168–170
search heuristic, 166

Allosteric regulation, 62–63
Allosteric switch, 63
APF+06, k-clique percolation clusters, 154
ASA, see Accessible surface area
Association constant, 127
Association methods, for domain interactions,

85–86

B
Bait, 6–7, 13–14, 17

self activating, 23
Bayesian classification method, 37
B42, Escherichia coli peptide, 6
Biomolecular Object Network Databank

(BOND), 41
Biotinylation, 15
BirA, biotin ligase protein, 15
BLAST E-values, 71

C
Calmodulin-binding peptide (CBP), 15
Chemical-crosslinking, 102

Clustering, 150
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distance-based, 151–152
local, 153–154
network-based hierarchical, 152–153

c-myc tag, 14
Co-evolution, of interacting proteins, 72, 75
Co-immunoprecipitation (co-IP), 10–13
Concentration-coupled proteins, 127–128
Conditional restraint, 105–106
Conformational ensembles, protein, 54, 62
Conserved Binding Mode (CBM) database,

45–46
Cross-species analysis, of PPI networks, 163

multiple network alignment, 173–175
network querying, 175

MetaPathwayHunter, 176–177
PathMatch, 178–179
QPath and QNet, 177–178

pairwise network alignment, methods for
alignment-graph based methods,

164–170
global network alignment, 172–173
match-and-split, 171–172

quality assessment, 180–181
significance evaluation, 179–180

Crystal packing, 45
Curation, manual, 39, 42
Cyclin C and Pkinase, interaction between, 84

D
Database of interacting proteins, 41
Data integration methods

statistical meta-analysis, 34–36
supervised learning methods, 36–38

Data mining, 44
DBD, see DNA-binding domain
Decision boundary, 35–36
Decision tree, 37
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Degree distribution, 117–119
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between, 122–125
Deletion, in network, 175–179
3did database, 45
DIP, see Database of interacting proteins
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DNA-binding domain, 5–6
Domain contact, potential, 85–86, 88,

90–91
Domain Interaction Map (DIMA) database, 44
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Domain Pairs Exclusion Analysis (DPEA),
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Integrative Bayesian (IB) method, 90–91
Maximum Likelihood Estimation (MLE)

approach, 86–87
Parsimonious Explanation (PE) method,

88–89
Domain interaction witness, 85, 89
Domain Pairs Exclusion Analysis (DPEA),
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Duplicate proteins, functional divergence of,
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E
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Edge swapping algorithm, 119–120
Electron microscopy (EM), 101
Electrospray ionization (ESI), 17–18
Energy landscape, 54
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F
Factor Xa, 16
False positive interactions, 23–24
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Fluorescent resonance energy transfer
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Gene Ontology (GO), 90, 140, 156, 180–181
Glutathion-S-Transferase (GST), 10, 15
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Inter and intra-molecular recognition, 55
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Interolog analysis, 46
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Linear Programming procedure, 88–89
Liquid chromatography-tandem mass
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Local neighborhood information, 150

M
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Mass spectrometry (MS)
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Matrix model, 3
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See also Pairwise network alignment
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Minimum multiway cut, 144
Mirrortree method, 72–73
Mixed library screens, 7
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MLE method, see Maximum Likelihood

Estimation method
Molecular docking, 105
Molecular Interaction (MI) standard, 39
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Multiple network alignment, 173–175
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NetworkBLAST, 166–168
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Network querying, 175
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Obligatory interaction, 56
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Integrative Bayesian (IB) method,
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Parsimonious Explanation (PE) method,
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equilibrium and dynamical properties, 125
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degree distribution, 117–119
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edge swapping algorithm, 119–120
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141–142
local approaches for, 142–144
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Protein-protein interactions, experimental
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affinity purification methods, 9
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comparison of methods, 24–27
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complex versus binary, 3
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protein complementation techniques, 4

fragment complementation techniques,
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Protein-protein interfaces/protein cores, 60
Protein’s cellular component, 141
Pseudo-atomic model, 111
PSSMs, see Position specific scoring matrices
P53, tumor antigen protein, 47
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QPath and QNet, 177–178
Quantitative proteomics, 19–21
Quasi-Newton minimization, 107
Query protein, 39–40, 45

R
Radical footprinting, 102
Random Forest Decision method, 37
Replica exchange method, 107
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“Rosetta Stone” protein, 74

S
Saccharomyces cerevisiae, 17, 57, 101
Scale-free network, 119
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Scoring function, 104
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Search Tool for Retrieval of Interacting
Proteins database, 39, 41

Self-guided Langevin dynamics, 107
Sepharose beads, 13
Sepharose-protein A columns, 10
SH3 domains, binding motifs of, 93
“Small-world” PPI networks, 125–126

Spatial restraints, comprehensive data
integration by satisfaction of,
102–108

Species tree, 72
Specific interaction, 84

See also Domain interactions prediction,
from PPI networks

Spoke model, 3
16SrRNA tree, 72–73
S-tag, 14
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Statistical meta-analysis, for data integration,

34–36
Stochastic fluctuations, 128, 135
STRING database, see Search Tool for

Retrieval of Interacting Proteins
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Subgraph isomorphism, 164, 176
Supervised learning methods, for data

integration, 36–38
Support vector machines (SVMs), 149–150

and Logistic Regression methods, 37
Synthetic lethality, 77

T
Tags, see Specific types
Tandem affinity purification (TAP) tag method,

15–16
Three-state complexes, 56, 60–61
Tobacco etch virus (TEV) protease, 15
Tol-mirrortree approach, 73
Training-based methods, 75–76

See also Protein interactions, computational
methods

Training set, of interacting protein, 37
See also Data integration methods

Transient interaction, 57
True positive interactions, 23
Two-state protein-protein complexes, 56, 60

U
Ubiquitin reconstruction, 8

W
Western blotting, 10, 12
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X
X-ray crystallography, 3
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